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In very general terms, phonology is the study of both the representational and computational properties of human sound patterns. These issues have been the focus of descriptive, formal, typological, and experimental work. This dissertation draws on experimental and fieldwork data from vowel harmony in four Central Asian Turkic languages, Kyrgyz, Kazakh, Uyghur, and Uzbek, to examine the computational and representational nature of vowel harmony patterns.

One perennial computational question relates to the nature of phonological dependencies - how local must they be? In the dissertation I examine reported transparency in Uyghur backness harmony to evaluate previous analyses of transparent /i/ in the language. Results indicate that putatively transparent vowels actually undergo harmony, which in turn suggests that the analysis of Uyghur is computationally far simpler than previously thought. The dissertation also investigates the strictness with which locality is evaluated, comparing various proposals concerning the participation of consonants in vowel harmony, developing a more nuanced understanding of the interplay between phonetics and phonology that accounts for segment-intrinsic resistance to coarticulation in harmony.

In addition to locality, the dissertation examines the nature of phonological representations. Structuralist and Generative research has generally assumed that phonology manipulates abstract categorical variables, in contrast to the gradient variables that pervade phonetics. As an example, Zsiga (1997) argues that vowel harmony, in contrast to gradient phonetic assimilation, produces categorical alternations between target vowels whose output forms are indistinguishable from their triggering counterparts. Results from an acoustic study suggest that backness harmony in Kazakh and Uyghur produces output sounds that systematically differ from trigger vowel qualities, with the assimilatory effect of harmony gradiently petering out across the word. After comparing findings to plausible phonetic and phonological accounts, I argue that the best account of the data involves gradient phonology. Throughout the rest of the dissertation I develop the claim that phonology may be gradient, examining gradience in harmony from perceptual, formal, and typological perspectives.

## Chapter 1: Introduction

### 1.1 Topics and scope

This dissertation focuses on two theoretical issues: locality and gradience in phonology. These topics are addressed using empirical and experimental data from Turkic vowel harmony collected in Kazakhstan and Kyrgyzstan during the summer of 2017. The languages examined throughout the following chapters are Kyrgyz, Kazakh, Uyghur, and Uzbek. The dissertation combines quantitative methods with the formal analysis of harmony in these languages to develop new insight into the nature of phonological computation. That being said, locality and gradience are topics too broad to comprehensively understand in a lifetime, much less a dissertation. The dissertation approaches these two with rich data from experimental fieldwork in Central Asia, laying out a framework through which to further our understanding of these issues.

This introductory chapter serves to introduce the reader to the basics of vowel harmony in the four languages under study and lay out the overall structure of the dissertation. Section 1.2 discusses both backness and rounding harmony in the four languages being investigated, and should serve as a foundation from which to engage the topics discussed in each of the subsequent chapters. Section 1.3 provides some information about the speakers that graciously participated in the studies to follow. Section 1.4 then describes the empirical and theoretical foci of each chapter, pointing to the chief empirical findings and theoretical claims made throughout the dissertation.

### 1.2 Vowel harmony in Turkic

### 1.2.1 Segmental inventory

### 1.2.1.1 Consonantal inventory

The consonantal inventories of most Turkic languages include around twenty contrastive consonants (Menges 1995). A basic set of consonants that are common throughout the languages being investigated are presented in Table 1.1 below, which are a subset of those presented in Johanson \& Csato (1998:xix). Variations on these general consonants are found regularly, particularly along the peripheries of Turkic-speaking areas. For the purposes of this dissertation, though, these are the relevant Turkic consonants. Consonants in parentheses below are typically found in common Russian loans.

Table 1.1: General inventory of consonants in Central Asian Turkic (consonants in parentheses are typically found in Russian loans)

|  | Bilabial | Labiodental | Dental/Alveolar | Post-alveolar/ <br> Palatal | Velar | Uvular |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stops | p b |  | t d |  | kg | q |
| Fricatives |  | (f v) | s z | $\int 3$ | $(\mathrm{x})$ | $\chi$ b |
| Affricates |  |  | (ts) | f d |  |  |
| Nasals | m |  | n |  | y |  |
| Liquids |  |  | 1 r |  |  |  |
| Glides | w |  |  | j | w |  |

### 1.2.1.2 Vowel inventory

The typical Turkic vowel inventory comprises eight vowels that contrast in height, backness, and rounding, shown in Table 1.2 (see Menges 1995 for more discussion). This idealized inventory
frequently varies across languages, but provides a basic template against which to compare the languages under study.

Table 1.2: Basic Turkic vowel inventory

|  | -back |  | +back |  |
| :---: | :---: | :---: | :---: | :---: |
|  | -round | +round | -round | +round |
| +high | i | y | u | u |
| -high | e | $\varnothing$ | a | o |

### 1.2.2 Basics of harmony

### 1.2.2.1 Kyrgyz

Kyrgyz possesses an inventory of eight short vowels, which are very consistent with the vowel qualities in Table 1.2. In addition to the short vowels, Kyrgyz possesses a set of long vowels. Below I focus only on the short vowels, as the long vowels do not differ in regard to the basic harmony patterns. Two types of vowel harmonies operate in modern Kyrgyz, backness harmony and rounding harmony. Each of these is robustly attested in the language, occurring productively throughout the lexicon, and with relatively few exceptions (Batmanov 1938; Wurm 1949; Hebert \& Poppe 1963; Comrie 1981; Kara 2003; Toktonaliev 2015; Washington 2016; see Wurm 1949 for some discussion of divergent patterns). Backness harmony is illustrated in (1) below with the accusative and locative suffixes. Observe that after the front unrounded vowels, $/ \mathrm{i}$ e/, the accusative and locative suffixes are produced with front unrounded vowels, [-di] and [-de], in (1a-d). After back unrounded vowels, however, these same two suffixes surface with back unrounded vowels, $[-\mathrm{dux}]$ and [-da], in (1e-h).
(1) Backness harmony in Kyrgyz

| a. | til-di | 'tongue-ACC' |
| :--- | :--- | :--- |
| b. | bel-di | 'lower back-ACC' |
| c. | til-de | 'tongue-LOC' |
| d. | bel-de | 'lower back-LOC' |
| e. dsul-du | 'year-ACC' |  |
| f. | bal-du | 'honey-ACC' |
| g. d3ul-da | 'year-LOC' |  |
| h. | bal-da | 'honey-LOC' |

Backness harmony iterates throughout the word, producing longer words with consistent backness, as shown below in (2). Note that backness harmony does not depend in any way on the height of the vowels, which differs from the rounding harmony pattern in the language. Also, the initial consonant of the relativizer suffix alternates between $[g]$ and $[ъ]$ in (2). The velar stop occurs in front vowel contexts while the uvular fricative occurs in back vowel contexts. The velar-uvular pairs [g]-[r] and $[\mathrm{k}]-[\mathrm{q}]$ vary allophonically based on vowel backness.
(2) Iterative backness harmony in Kyrgyz
a. til-der-ibiz-de-gi-ler-di
'tongue-PL-POSS.1P-LOC-REL-PL-ACC'
"the things that are on our tongues (accusative)"
b. bal-dar-ubuz-da-кu-lar-du
'honey-PL-POSS.1P-LOC-REL-PL-ACC'
"the things that are in our varieties of honey (accusative)"

In addition to backness harmony, rounding harmony operates in Kyrgyz, as exemplified by the data in (3). All the roots in (1-2) were unrounded, but the round roots in (3) trigger round vowel allomorphs of the accusative and locative suffixes. In (3a-d), the height of the front round vowel roots that trigger harmony and the suffix do not affect harmony, but in (3e-h), rounding harmony among the back vowels is dependent on vowel height. In (3g), the high vowel in /qul/ is followed by the unrounded back vowel allomorph of the locative suffix, [-da] rather than [-do]. Harmony occurs in all height and backness combinations, except one. A syllable containing the vowel [u] may not be followed by a syllable containing [o] (see Kaun 1995, 2004 for an analysis).
(3) Rounding harmony in Kyrgyz
$\begin{array}{lll}\text { a. } & \text { gyl-dy } & \text { 'flower-ACC' } \\ \text { b. } & \text { køl-dy } & \text { 'lake-ACC' } \\ \text { c. } & \text { gyl-dø } & \text { 'flower-LOC' } \\ \text { d. } & \text { køl-dø } & \text { 'lake-LOC' } \\ \text { e. } & \text { qul-du } & \text { 'slave-ACC' } \\ \text { f. } & \text { djol-du } & \text { 'road-ACC' } \\ \text { g. } & \text { qul-da } & \text { 'slave-LOC' } \quad \text { (qul-do in Southern Kyrgyz, Comrie 1981) } \\ \text { h. } & \text { djol-do } & \text { 'road-LOC' }\end{array}$

Note that the failure of rounding harmony in (3g) reportedly varies by dialect. Comrie (1981) reports that speakers of the Southern dialect produce harmony in this context, [qul-do]. However, during data collection only one token of $[u] \ldots[0]$ was recorded. One speaker from Osh produced the word [dos-umdo] 'friend-POSS.1S-LOC' once, but in all other instances both produced [u]...[a] in this context. All other consultants produced only [u]...[a]. Like backness harmony in (2), rounding harmony iterates throughout the word (4), subject only to the condition on high back vowel triggers and non-high back vowel targets illustrated in $(3 \mathrm{~g}, 4 \mathrm{~b})$. The example in (4c) illustrates that the failure of harmony in the sequence [...ubuz-da...] in (4b) is due only to the height of the trigger-target sequence. In (4c) the same
possessive suffix successfully triggers harmony on the following accusative suffix, and in (3h) the locative suffix undergoes rounding harmony from a [+back, +round] vowel.
(4) Iterative rounding harmony in Kyrgyz
a. gyl-dør-ybyz-dø-gy-lør-dy
‘flower-PL-POSS.1P-LOC-REL-PL-ACC'
"the things that are in/on our flowers (accusative)"
b. ḑol-dor-ubuz-da-кü-lar-du *ḑol-dor-ubuz-do-sи-lor-du
'road-PL-POSS.1P-LOC-REL-PL-ACC'
"the things that are on our roads"
c. dsol-dor-ubuz-du
'road-PL-POSS.1P-ACC'
"our roads (accusative)"

Generally, rounding harmony is described as very consistent in Kyrgyz, although M. Kirchner (1998b) suggests that harmony is optional. Like most descriptions, rounding harmony was very consistently applied across tokens and speakers in the data collected during fieldwork.

### 1.2.2.2 Kazakh

Unlike Kyrgyz, Kazakh has developed at least one additional contrastive vowel, /æ/ (M. Kirchner 1998a). Additionally, the high vowels have lowered some in Kazakh, and are transcribed as / I y u o/ below. The typical Turkic front mid unrounded vowel, /e/ in Table 2, is diphthongal in Kazakh /ie/ (see McCollum \& Chen 2019 for more on the inventory). As for harmony, Kazakh exhibits both backness and rounding harmony. Backness harmony is very consistent, as demonstrated in (5). The forms in (5a-d)
illustrate that the accusative and locative suffixes surface as [-dr] and [-die] after front unrounded vowels, while those in (5e-h) illustrate that these suffixes surface as [-du] and [-da] after back unrounded vowels.
(5) Backness harmony in Kazakh

| a. | til-di | 'tongue-ACC' |
| :--- | :--- | :--- |
| b. | biel-di | 'lower back-ACC' |
| c. | til-die | 'tongue-LOC' |
| d. | biel-die | 'lower back-LOC' |
| e. | 3ul-du | 'year-ACC' |
| f. | bal-du | 'honey-ACC' |
| g. | 3ul-da | 'year-LOC' |
| h. | bal-da | 'honey-LOC' |

The range of backness harmony is evident in longer words, like those in (6). As above, backness harmony is completely independent of trigger or target vowel height. Observe also that the initial consonant of the relativizer suffix alternates between $[g]$ and $[\mathrm{b}]$ in (6). The velar stop occurs in front vowel contexts while the uvular fricative occurs in back vowel contexts. The velar-uvular pairs [g]-[ь] and $[\mathrm{k}]-[q]$ vary allophonically based on vowel backness non-initially but contrast in word-initial position (compare /qij/ 'manure' with /kij/ 'wear.IMP').
(6) Iterative backness harmony in Kazakh
a. tri-dier-Imız-die-gi-lier-di
'tongue-PL-POSS.1P-LOC-REL-PL-ACC'
"the things that are on our tongues (accusative)"
b. bal-dar-umuz-da-su-lar-du
'honey-PL-POSS.1P-LOC-REL-PL-ACC'
"the things that are in our varieties of honey (accusative)"

Alongside backness harmony, Kazakh exhibits rounding harmony. Compared to Kyrgyz, though, rounding harmony is far more restricted in Kazakh. In (7), only [+high] vowels may undergo harmony, while the [-high] vowels do not. In colloquial speech, particularly in more connected speech /ie/ may undergo harmony to [ $\varnothing]$, but /a/ almost never undergoes harmony (for more details, see McCollum 2018; McCollum \& Chen 2019).
(7) Rounding harmony in Kazakh

| a. | gyl-di $\sim$ gyl-dy | 'flower-ACC' |
| :--- | :--- | :--- |
| b. | køl-di $\sim$ køl-dy | 'lake-ACC' |
| c. | gyl-die | 'flower-LOC' |
| d. | køl-die | 'lake-LOC' |
| e. | qul-du $\sim$ qul-du | 'slave-ACC' |
| f. | 3ol-du $\sim$ 3ol-dv | 'road-ACC' |
| g. | qul-da | 'slave-LOC' |
| h. | 3ol-da | 'road-LOC' |

In addition to limiting the targets of harmony to high vowels only, morphology also plays a role in the operation of rounding harmony in Kazakh. Within roots, rounding harmony is more regularly obeyed (whether viewed as active harmony or as a morpheme structure condition; Harrison \& Kaun 2000). Rootinternal examples are shown in (8) below. The two high round vowels [ Y v] regularly occur in second syllables of polysyllabic roots, while $[\varnothing]$ optionally occurs in examples like ( $8 \mathrm{c}, \mathrm{d}$ ).
(8) Root-internal rounding harmony in Kazakh
a. 3YZym 'grape'
b. øryk 'apricot'
c. tyliek~tyløk 'chick'
d. øziek ~øzøk 'kernel'
e. qurum 'soot'
f. orrn 'place'
g. qulaq 'ear'
h. bolat 'steel'

One additional difference between rounding harmony in Kazakh and Kyrgyz is the domain in which harmony obtains. In Kyrgyz, rounding harmony iterates throughout the word. In Kazakh, though harmony usually extends only to a second- and rarely to a third-syllable. As noted above, harmony is dependent on morphological structure, so harmony is much more common in the third-syllable if the root is polysyllabic (9a-d; Balakayev 1962; Kirchner 1998a; McCollum 2018).
(9) Non-iterative rounding harmony in Kazakh
a. $3 Y Z Y m-d i \sim 3 Y Z Y m-d y$
'grape-ACC'
b. øryg-ımız-di ~øryg-ymiz-dı
c. qurom-du ~ qurom-du
'apricot-POSS.1P-ACC'
'soot-ACC'
d. oron-duв-шт ~ oron-dив-шы
e. køl-ym-dı ~køl-Im-dı
'place-NMZLR-POSS.1S'
'lake-POSS.1S-ACC’

### 1.2.2.3 Uyghur

While Kazakh has developed at least one additional contrastive vowel, Uyghur is described as having lost one, /u/ (Nadzhip 1971; Hahn 1986, 1991, 1998; Lindblad 1990; Yakup 2005; Engesaeth et al. 2009; Abdurehim 2014). In most of these works, underlying/u/ is preserved, but surface [ m ] is
neutralized with [i]. Underlying $/ \mathrm{u} /$ is maintained to explain harmony, although it is unclear in previous work how satisfactory the inclusion of an eighth vowel is for the analyses presented (see Vaux 2000 for a critique). Unlike Kyrgyz and Kazakh, the non-high front unrounded vowel in Uyghur is actually low, /æ/, although there is some allophonic variation between $[æ]$ and $[\varepsilon]$.

Backness harmony in Uyghur triggers alternations on the low vowels and the high rounded vowels. In (10a-d), the locative suffix alternates between [-dæ] and [-da]. In (10e-h), the backness of the initial vowel conditions the backness of the gerundial suffix, as well as the place of articulation of the dorsal consonant, [g]~[к].
(10) Backness harmony in Uyghur

| a. | køl-dæ | 'lake-LOC' |
| :--- | :--- | :--- |
| b. | bæl-dæ | 'waist-LOC' |
| c. | jol-da | 'road-LOC' |
| d. | bal-da | 'honey-LOC' |
| e. | kæl-gy | 'come-GER' |
| f. | bær-gy | 'give-GER' |
| g. | qal-ки | 'remain-GER' |
| h. | bar-ки | 'go-GER' |

Previous work describes /i/ as transparent to harmony in Uyghur. Within roots, /i/ idiosyncratically conditions the backness of following vowels, as in (11a-d; Mayer et al. 2019). In polysyllabic roots, $/ \mathrm{i} /$ is transparent. ${ }^{1}$ In disyllabic roots with second-syllable $/ \mathrm{i}$ /, the backness of the initial-syllable vowel controls the realization of the suffix (11e,f).

[^0]| a. | it-da | 'dog-LOC' |
| :--- | :--- | :--- |
| b. | til-da | 'tongue-LOC' |
| c. | biz-dæ | '1P-LOC' |
| d. | siz-dæ | '2S.FORM-LOC' |
| e. | qædir-gæ | 'regard-DAT' |
| f. | gazir-ка | 'sunflower-DAT' |

Like non-initial /i/ in roots, suffixal /i/ is also described as transparent. The examples in (12) show two /i/ vowels allowing root backness to determine the realization of a following suffix.
(12) Transparent/i/in Uyghur suffixes
a. gyl-imiz-dæ 'flower-POSS.1P-LOC'
b. bæl-imiz-dæ 'waist-POSS.1P-LOC'
c. jol-imiz-da 'road-POSS.1P-LOC'
d. bal-imiz-da 'honey-POSS.1P-LOC'

In addition to underlying high vowels, high vowels may arise via vowel raising and epenthesis in the language. As for vowel raising, low vowels in medial open syllables raise to high vowels. In (13a), the unaffixed root for 'child' shows that the word-final vowel is [+low]. The low feature of the root-final vowel is also evident in (13b,c), where this vowel occurs in a closed syllable. Yet, when this vowel occurs in a medial open syllable, as in (13d), it raises to [+high]. The same generalizations hold for other underlying low vowels, like $/ \mathfrak{æ} /$ in (13e-h). In (13) below, raised vowels are indicated by a subscript.
(13) Transparent raised vowels in Uyghur

| a. | bala | 'child' |
| :--- | :--- | :--- |
| b. | bala-m | 'child-POSS.1S' |
| c. | bala-m-da | 'child-POSS.1S-LOC' |
| d. | balie-da | 'child-PL' |
| e. | sællæ | 'turban' |
| f. | sællæ-m | 'turban-POSS.1S' |
| g. | sællæ-m-dæ | 'turban-POSS.1S-LOC' |
| h. | sælli ${ }_{R}-$ dæ | 'turban-LOC' |

Previous literature generally describes raised vowels as surface [i], although some of Yakup's (2005) transcriptions suggest that these vowels may alternate for backness. Epenthetic vowels will be discussed in connection with rounding harmony below.

Chapter 2 focuses on transparency in Uyghur, examining root-internal /i/, as well as suffixal /i/to determine whether historical ${ }^{*}$ ut and $*_{i}$ have merged to $/ \mathrm{i} /$ in the language, and whether suffixal $/ \mathrm{i} /$ alternates for vowel backness. Production data for underlying, epenthetic, and raised vowels are compared, demonstrating that suffixal and raised /i/ does, in fact, alternate for backness harmony. ${ }^{2}$

In addition to backness harmony, rounding harmony also occurs in Uyghur. Rounding harmony exhibits more restrictions than in Kyrgyz and Kazakh. Hahn (1991, 1998) and Lindblad (1990) argue that rounding harmony targets epenthetic vowels only. However, Hahn (1991:50-51) also asserts:

In some dialects, all or most phonemically high vowels and in certain variants also raised vowels (in the Lopnur "dialect" even non-high vowels) are subject to this roundness assimilation, all of which is attributable to dialectal variation in rule sequence. In this regard, some dialectally influenced variation is tolerated in the spoken forms of what is considered the standard language. This applies particularly to the labialization of underlying vowels in closed syllables; e.g. jyzymdin $\sim$ jyzymdyn 'from my face', $\sim$ qolumdun 'from my hand', qollan

[^1]> 'apply' $\rightarrow$ qolini $[$ [qollunuf] 'application', jyræk 'heart' $\rightarrow$ jyrigim [jyrygym] (Sadvaskov 198:64). However, such variation is not normally expressed orthographically, certainly not in print [emphasis mine; I have substituted my transcriptions for his].

Hahn suggests the rounding of underlying high vowels, even in the standard variety of the language, may be conditioned based on syllable type. He reports that rounding harmony may occur on underlying high vowels, even in standard language, if they are in closed syllables. However, the examples cited are also compatible with the following interpretation: rounding harmony targets high vowels so long as they are not word-final. This reinterpretation of Hahn's claim is consistent with my data, in which underlying high vowels, epenthetic, and raised vowels all undergo rounding harmony so long as they are not wordfinal.

Rounding harmony targeting epenthetic vowels is exemplified by the first-person singular possessive suffix in (14). Since epenthetic vowels are never word final they undergo harmony. In (14a, repeated from 13f), a single consonant, $/ \mathrm{m} /$, attaches to a vowel-final root to mark this particular possessive suffix. Vowel-final roots like in (14a) provide evidence that this possessive suffix is composed of a consonant only. In (14b-f) though, a vowel is inserted between consonant-final roots and the nasal to repair an illicit coda cluster. The epenthetic vowel in (14b) is $/ \mathrm{i}$ /, which is unrounded like the root vowel. In (14c-f), however, we see that the epenthetic vowel agrees in both rounding and backness with the root vowel.
(14) Rounding harmony in Uyghur: Epenthetic vowels
a. sællæ-m 'turban-POSS.1S'
b. bæl-im 'waist-POSS.1S'
c. gyl-ym 'flower-POSS.1S'
d. køl-ym 'lake-POSS.1S'
e. qui-um 'slave-POSS.1S'
f. jol-um 'road-POSS.1S'

As indicated earlier, rounding harmony in Uyghur may also target underlying vowels. Rootinternal rounding harmony (again, as either active harmony or a static morpheme structure condition) is illustrated in (15). In the examples below, round initial-syllable vowels may be followed by round vowels if the second-syllable vowel is underlyingly high. If the second-syllable vowel is non-high (e.g. $15 \mathrm{c}, \mathrm{d}, \mathrm{g}, \mathrm{h})$, only backness harmony obtains.
(15) Rounding harmony in Uyghur: Root-internal vowels

| a. | jyzym | 'grape' |
| :--- | :--- | :--- |
| b. | tøfyk | 'hole' |
| c. | kyræk | 'spade' |
| d. | tøfæk | 'hill' |
| e. | qurum | 'soot' |
| f. | orun | 'place' |
| g. | qulaq | 'ear' |
| h. | polat | 'steel' |

We have seen that epenthetic vowels undergo harmony, and harmony is obeyed within roots with non-initial high vowels. Harmony may also affect suffixal high vowels, shown below with the ablative suffix in (16). In all allomorphs of the ablative suffix in (16), the vowel optionally agrees in both backness and rounding with the root vowel. Chapter 2 focuses on /i/'s participation in harmony, but for the present I transcribe this vowel as /i/ for consistency with extant descriptions of the language.
(16) Rounding harmony in Uyghur: Non-word-final suffix vowels

| a. | bæl-din | 'waist-ABL' |
| :--- | :--- | :--- |
| b. | gyl-din $\sim$ gyl-dyn | 'flower-ABL' |
| c. | køl-din $\sim$ køl-dyn | 'lake-ABL' |
| d. | qul-din $\sim$ qul-dun | 'slave-ABL' |
| e. | jol-din $\sim$ jol-dun | 'road-ABL' |

Compare the alternation of the ablative suffix in (16) with the behavior of the third-person singular possessive suffix in (17). In (17a-e), this possessive suffix does not undergo either rounding or backness harmony because the target vowel is word-final. In (17f-i) though, the possessive suffix is word-medial, and in this position optionally undergoes harmony. The forms in (17) show most clearly how position constrains harmony in Uyghur: high vowels may undergo harmony only in non-final positions. Wordfinally, all high vowels resist rounding and backness harmony.
(17) Rounding harmony in Uyghur: Word-final suffix vowels

| a. | bæl-i | 'waist-POSS.3S' |
| :--- | :--- | :--- |
| b. | gyl-i | 'flower-POSS.3S' |
| c. | køl-i | 'lake-POSS.3S' |
| d. | qul-i | 'slave-POSS.3S' |
| e. | jol-i | 'road-POSS.3S' |
| f. | gyl-i-ni $\sim$ gyl-y-ni | 'flower-POSS.3S-ACC' |
| g. | køl-i-ni $\sim$ køl-y-ni | 'lake-POSS.3S-ACC' |
| h. | qul-i-ni $\sim$ qul-u-ni | 'slave-POSS.3S-ACC' |
| i. | jol-i-ni $\sim$ jol-u-ni | 'road-POSS.3S-ACC' |

### 1.2.2.4 Uzbek

The vowel inventory in Uzbek, like in Uyghur, may have lost a contrastive vowel via the merger of historical ${ }^{\mathrm{w}} \mathrm{u}$ and $*_{\mathrm{i}}$ to $\mathrm{f} /$. It is generally assumed that this is the case, although I am not certain for the Osh dialect. There are many surface [ə] and [ m ] alongside [i] and [ I ], and I cannot confidently state that all instances of surface $[ə]$ and $[\mathrm{u}]$ derive from /i/ via some allophonic rule. However, I will transcribe all high unrounded vowels as $\mathrm{i} /$, in conformity with previous descriptive work (Sjoberg 1963; Ibrohimov 1967; Raun 1969; Reshetov \& Shoabdurahmonov 1978; Tursunov et al. 1992; Töjchiboyev \& Hasanov 2004; Hasanboj 2009). Also, in many cases *a has raised and rounded to /o/ (phonetically more often [0]; compare [bolta] with Kazakh and Kyrgyz [balta], and Uyghur [palta] 'axe') in the modern language, a pattern that mirrors the raising and rounding of historical *a: in Uzbek's Indo-Iranian neighbor, Tajik.

Backness harmony was relatively robust in Chagatai, the genetic predecessor of modern Uzbek (Bodrogligeti 2001), although harmony has generally been lost in the contemporary language. In particular, the standard variety of Uzbek no longer exhibits backness harmony, although some dialects reportedly preserve varying degrees of harmony (Ibrohimov 1967; Reshetov \& Shoabdurahmonov 1978; Töjchiboyev \& Hasanov 2004). The lack of harmony is evident in the locative suffix, which surfaces as [-da] regardless of root backness.
(18) The locative suffix in Uzbek
a. til-da 'tongue-LOC'
b. gyl-da 'flower-LOC'
c. bæl-da 'lower back-LOC'
d. køl-da 'lake-LOC'
e. qui-da 'slave-LOC'
f. $\chi$ al-da 'answer-LOC'
g. jol-da 'road-LOC'

High vowels do not alternate for harmony, either, as demonstrated with the accusative suffix in (19). Specifically, the accusative suffix is realized as [-ni] irrespective of root vowel quality.
(19) The accusative suffix in Uzbek

| a. | til-ni | 'tongue-ACC' |
| :--- | :--- | :--- |
| b. | gyl-ni | 'flower-ACC' |
| c. | køl-ni | 'lake-ACC' |
| d. | bæl-ni | 'lower back-ACC' |
| e. | qul-ni | 'slave-ACC' |
| f. | $\chi$ al-ni | 'answer-ACC' |
| g. | jol-ni | 'road-ACC' |

As can be seen in (19) above, rounding harmony does not regularly apply in Uzbek. In Chagatai, rounding harmony was lexically restricted (Bodrogligeti 2001), and appears to be so in the modern Osh dialect of the language. Typically, rounding harmony in Turkic obtains on high vowels, but in the examples in (19) it does not. However, during data collection rounding harmony did consistently apply to one suffix, the first-person singular possessive, shown in (20). In (20a), a root with a final vowel is followed by $/ \mathrm{m}$ /, while in (20b-f), a vowel intervenes between the root-final consonant and the nasal consonant. This epenthetic vowel undergoes harmony, with limited backness harmony also applying. The acoustic differences between the vowels transcribed as $[y]$ and $[u]$ below definitely do not approximate the difference between root $[\mathrm{y}]$ and $[\mathrm{u}]$. Yet, there is an impressionistic and acoustic difference in backness between the two that suggests not all backness harmony has decayed in the language. See Chapter 4 to compare non-initial $[y]$ and $[u]$.
(20) Rounding harmony in Uzbek
a. bolta-m 'axe-POSS.1S'
b. bæl-im 'waist-POSS.1S'
c. gyl-ym 'flower-POSS.1S'
d. køl-ym 'lake-POSS.1S'
e. qui-um 'slave-POSS.1S'
f. jol-um 'road-POSS.1S'

Data was collected from Uzbek to serve as a control group for the studies conducted on the other three languages. To ascertain if some patterns were phonetic or phonological byproducts of harmony, data from closely related Uzbek, which doesn't generally exhibit harmony, was included in the dissertation. Data from Uzbek factors into the discussion of strict locality in Chapter 3, as well as gradience in Chapter 4.

## $1.3 \quad$ Speakers

Forty speakers took part in data collection. At several places in the dissertation I briefly summarize the age and gender for the participants from each language. In this section I provide more data, presenting the age, gender, and birth region of each consultant.

### 1.3.1 Kyrgyz

Thirteen Kyrgyz speakers living in Bishkek, Kyrgyzstan participated in data collection. Eleven of these participants were female and two were male. Speakers 9-13 were from southern Kyrgyzstan. Southern dialects of Kyrgyz exhibit some phonological patterns that diverge from the Northern dialect, which has served as the basis for standardization in Kyrgyzstan (see e.g. Batmanov 1938, 1940; Junusaliev 1971 for more on Kyrgyz dialects). After data collection, differences between speakers of
each dialect were compared and no differences outside of lexical preferences emerged (e.g. Southern speakers produced /asal/, a lexeme shared with Uzbek, instead of /bal/'honey'). Jonathan Washington (personal communication) suggests significant dialect levelling is reducing variation from the standard variety of the language. Additionally, since data was collected in the capital, Bishkek, which is situated in northern Kyrgyzstan, it is not terribly surprising that the data generally conforms to the Northern dialect. Speaker data is presented in Table 1.3.

Table 1.3: Information about Kyrgyz participants

| Speaker number | Age | Gender | Birth region |
| :---: | :---: | :---: | :---: |
| 1 | 22 | Female | Bishkek |
| 2 | 19 | Female | Bishkek |
| 3 | 18 | Female | Bishkek |
| 4 | 37 | Female | Naryn |
| 5 | 57 | Female | Naryn |
| 6 | 18 | Male | Naryn |
| 7 | 32 | Female | Naryn |
| 8 | 50 | Female | Chu |
| 9 | 23 | Female | Talas |
| 10 | 42 | Female | Osh |
| 11 | 20 | Female | Osh |
| 12 | 45 | Female | Qara køl |
| 13 | 45 | Male | Osh |

### 1.3.2 Kazakh

Nine Kazakh speakers living in Taldykorgan, Kazakhstan participated in data collection. Seven of those speakers were female and two were male. All speakers were from southeastern Kazakhstan except Speaker 9, who was born in Shymkent in Southern Kazakhstan. Dialect differences are not nearly as large in Kazakh as in Kyrgyz, and even though Speaker 9 grew up speaking the Southern dialect of the language, she has lived in Taldykorgan for a number of years, speaking the Eastern variety of the
language common in the Taldykorgan and Almaty areas of southeastern Kazakhstan (see Amanzholov 1959 for background on Kazakh dialects). Table 1.4 provides data about Kazakh participants.

Table 1.4: Information about Kazakh participants

| Speaker number | Age | Gender | Birth region |
| :---: | :---: | :---: | :---: |
| 1 | 24 | Male | Tekeli |
| 2 | 49 | Female | Taldykorgan |
| 3 | 45 | Male | Raimbek |
| 4 | 22 | Female | Tekeli |
| 5 | 21 | Female | Taldykorgan |
| 6 | 19 | Female | Taldykorgan |
| 7 | 36 | Female | Almaty |
| 8 | 42 | Female | Taldykorgan |
| 9 | 43 | Female | Shymkent |

### 1.3.3 Uyghur

Nine Uyghur speakers living in Chunja, Kazakhstan participated in data collection. Five of the participants were female, and four were male. All nine speakers were born and grew up in the Uyghur district in southeastern Kazakhstan. Speaker data for the nine Uyghur participants in presented in Table 1.5. The variety of Uyghur spoken in Kazakhstan is part of the central dialect group, which includes the standard variety upon which the various orthographies (notably Perso-Arabic and Cyrillic; see Yakup 2005 and Abdurehim 2014 for discussion of Uyghur dialects).

### 1.3.4 Uzbek

Nine Uzbek speakers living in Osh, Kyrgyzstan participated in data collection. Five of the Uzbek participants were male and four were female. Speaker 2 was born in Tashkent, Uzbekistan but all other speakers were born and raised in the Osh region of Kyrgyzstan. Speaker data is presented in Table 1.6.

Table 1.5: Information about Uyghur participants

| Speaker number | Age | Gender | Birth region |
| :---: | :---: | :---: | :---: |
| 1 | 51 | Female | Uyghur district |
| 2 | 57 | Female | Uyghur district |
| 3 | 19 | Female | Uyghur district |
| 4 | 27 | Male | Uyghur district |
| 5 | 34 | Male | Uyghur district |
| 6 | 48 | Male | Uyghur district |
| 7 | 63 | Male | Uyghur district |
| 8 | 47 | Female | Uyghur district |
| 9 | 54 | Female | Uyghur district |

Table 1.6: Information about Uzbek participants

| Speaker number | Age | Gender | Birth region |
| :---: | :---: | :---: | :---: |
| 1 | 23 | Male | Osh |
| 2 | 36 | Female | Tashkent, Uzbekistan |
| 3 | 38 | Male | Osh |
| 4 | 45 | Female | Osh |
| 5 | 21 | Male | Osh |
| 6 | 28 | Female | Osh |
| 7 | 27 | Female | Osh |
| 8 | 2 | Male | Osh |
| 9 | 19 | Male | Osh |

### 1.4 Structure of the dissertation

### 1.4.1 Locality

Locality is a recurrent topic throughout the history of Generative phonology. Gafos (1999) frames locality as a precondition for all assimilation. For vowels, Gafos argues that patterns like vowel harmony depend on the nature of the vocalic and consonantal gestures. Building off of work on vowel-to-vowel coarticulation (e.g. Öhman 1966), he contends that vowel gestures persist across intervening consonants, making syllable-adjacent vowels truly adjacent in a more meaningful way. This local vowel-to-vowel interaction has been variously formalized as autosegmental planes, tiers, suprasegmental rules, and gestures. One might ask, why does it matter if phonological patterns are local?

This question can be answered in at least two very related ways. First, if non-local phonological interactions are allowed into a theory, how does one restrict the expressivity of that theory? In work like Archangeli \& Pulleyblank (1994), enhanced representational structure (e.g. autosegmental tiers) in tandem with well-formedness conditions are used to curtail the overly expressive power of a non-local theory of phonology. In more recent work framed within formal language theory, the vast majority of phonological patterns fall within the innermost regions of the subregular hierarchy, supporting a larger claim that phonological patterns are restricted in such a way that more complex, non-local dependencies are excluded from the typology (Heinz 2011a, 2011b, 2018; Chandlee \& Heinz 2018; Jardine 2016). Computational phonologists have argued that non-local patterns are absent (or strikingly rare) because they are not learnable (Lai 2015; Avcu 2018), in contrast to the relative expressivity of syntactic patterns (Heinz \& Idsardi 2011, 2013). This claim relates to the second possible way to address the importance of locality in phonology, learnability. If phonological patterns may be decidedly non-local, then the hypothesis space for the learner grows to unwieldy proportions. Hayes \& Wilson (2008) demonstrate that their inductive phonotactic learner cannot learn a vowel harmony pattern with a linear representational system. In such a system, syllable-adjacent vowels are not local, but instead must relate to one another across a potentially large number of consonants. In their simulations, the learner must entertain featural
combinations across three and four segments to capture harmonic generalizations in Shona. The combinatorics of these long-distance relations along with the size of the feature matrix describing the inventory of the language yields 1.9 billion phonotactic constraints to be evaluated. The point they make, echoed in much of the literature on harmony, is that by representing syllable-adjacent vowels locally, one can bootstrap the learning process by reducing the hypothesis space for the learner.

In short, locality provides strong restrictions on the expressivity of phonological patterns, and as a result, restricts the size of the hypothesis space so as to make learning more feasible. From a formal perspective, locality is a great boon, but one must ask the question why, if locality is so fundamental to a theory of phonology, is it discussed again and again through the history of Generative phonology. Locality has been a topic for discussion, not because all phonological patterns are clearly local, but instead because many do not seem to be, no matter how much we would like them to be.

Chapter 2 investigates reported non-local (transparent) harmony in Uyghur. Previous descriptions argue that the high unrounded vowel /i/ is transparent to harmony, and as a result, that backness harmony may skip /i/ and assimilate vowels at some distance. Although transparency in a language like Hungarian is constrained by distance (Ringen \& Kontra 1989; Hayes \& Londe 2006), transparency across at least three high unrounded vowels is reported for Uyghur. Vaux (2000) develops a complex derivational analysis of Uyghur, and Mayer \& Major (2018) show that the computational complexity of Uyghur with transparent $/ \mathrm{i} /$ is greater than most other harmony patterns. Previous descriptions and analyses of Uyghur harmony rely on impressionistic data (Nadzhip 1971; Lindblad 1990; Hahn 1991, 1998; Vaux 2000; Yakup 2005; Abdurehim 2014), but Chapter 2 presents evidence from a production experiment to examine the participation of /i/ in harmony, both within roots and in suffixes. The complexity of previous analyses depends largely on the non-participation of /i/, but results from Chapter 2 indicate, contrary to previous work, that the high unrounded vowels alternate for harmony $[\mathrm{i}] \sim[\mathrm{m}]$ in suffixes. Although root-internal evidence is far less clear on the contrastive status of $[\mathrm{i}]$ and [u], it is clear that non-initial/i/ undergoes significant backness and rounding alternations. As a result,
the analysis of Uyghur does not rely on transparent /i/, providing a way forward for continued work on the analysis of harmony in the language.

Chapter 3 examines a related issue in Turkic, the strictness of locality. While locality is clearly a desirable formal property of any theory, definitions of locality vary greatly throughout the literature. The tightest restriction on action-at-a-distance has been called 'strict locality' (Walker 1998; Gafos 1999; Ní Chiosáin \& Padgett 2001; Benus \& Gafos 2007; Smith 2018), which serves as the theoretical focus for Chapter 3. Consistent with the body of work advocating for strictly local assimilation in harmony, Kazakh linguists have argued for several decades that backness and rounding harmony in both Kazakh and Turkic more generally is strictly local (Dzhunisbekov 1980, 1991; Abuov 1994). Chapter 3 thus investigates the reported locality of harmony in Kyrgyz, Kazakh, Uyghur, and Uzbek through an analysis of intervening sibilants and laterals. Acoustic analysis indicates most sounds obey both harmonies, but that at least one sound fails to undergo alternations for at least one harmony. The chapter compares predictions from three different views of locality. Existing proposals stipulate strict locality either through representational assumptions (Gafos 1999; Smith 2018) or via restrictions on Gen (Ní Chiosáin \& Padgett 2001), but I advocate instead that strict locality can be modeled in Optimality Theory (Prince \& Smolensky 1993) as a violable constraint, incorporating phonetic evidence on coarticulatory resistance to develop a brief analysis of limited consonantal transparency in harmony.

### 1.4.2 Gradience

Throughout much of Structuralist and Generative phonology, one working assumption has been that phonological computation is categorical and discrete. Phonology involves the manipulation of an inventory of abstract symbols. For many, the categorical, symbolic nature of phonology is what distinguishes it from phonetics. Phonetics involves gradient translation of phonological categories into continuous space and time (see Cohn 1993, 1998, 2003, 2006; Chitoran \& Cohn 2009 for discussion).

This distinction has held sway since the 1980's, and in conjunction with pre-existing diagnostics from work in Lexical Phonology reifies linguists' intuitions about what is phonological and what is phonetic. According to most linguist's intuitions, phonological patterns are categorical, interact with morphology and other abstract linguistic structure, describable in terms of distinctive features or other categorical representations (e.g. moras, syllables, words etc), and exceptionful. While many other characterizations are possible, these lay out much of what phonology is within linguistic theory.

Vowel harmony is one of the quintessential cases of a phonological pattern. Vowel harmony interacts with morphology, as lexical phonological patterns do (e.g. van der Hulst \& van der Weijer 1995; Baković 2000). Vowel harmony is bounded by phonological domains like roots, words, and sometimes phrases. Harmony requires access to relatively abstract features, triggering alternations that are not always straightforward in phonetic terms (e.g. Kazakh /a/ alternates with/ie/ for backness harmony). Lastly, vowel harmony is replete with exceptions (Finley 2010; Mahanta 2012). For all these reasons vowel harmony stands out as one of the clearer examples of what phonology is.

Yet, despite all the indicators that suggest that vowel harmony is at the core of what phonologists think phonology is, Chapter 4 demonstrates that vowel harmony may be gradient, producing sounds that show incomplete assimilation to the harmonic feature. At a definitional level, this kind of subphonemic gradience should be excluded from phonology if one holds to the assumptions above. In Chapter 4, I lay out potential phonological and phonetic explanations for gradient patterns in Central Asian Turkic, systematically demonstrating that known phonetic patterns of reduction (centralization) and interpolation across unspecified segments cannot account for the attested patterns. Findings suggest that vowel harmony may be gradient, and by extension, that phonology may be gradient. If phonology can be gradient, this immediately raises the question of how to differentiate phonology from phonetics. The final three chapters attempt to reframe discussion of these two modules of the grammar, outlining how to incorporate gradient variables into the formal analysis of vowel harmony.

Chapter 5 discusses a proposed prerequisite for phonological distinctions, perceptibility. If the gradient harmony patterns in Chapter 4 are truly phonological, their outputs should be distinguishable from underlying vowel qualities. The chapter uses previous work on just noticeable differences (e.g. Flanagan 1955; Kewley-Port 2001; Szeredi 2016), using predictions from previous literature to evaluate the perceptibility of positional variation in each language. In Chapter 5 I also report findings from a perception study that suggests patterns of phonetic centralization in Kyrgyz do not cross thresholds of discriminability while patterns of gradient harmony in Kazakh and Uyghur do. Combined with evidence concerning the perceptibility of positional variation, these findings distinguish phonetic from phonological position variation in the languages under study, further supporting the phonological status of gradient backness harmony.

Chapter 6 develops a Harmonic Grammar (Legendre et al. 1990) analysis of gradient harmony by the incorporation of gradient featural variables. While other work has incorporated gradience percolating up from phonetics (Flemming 2001; Lionnet 2017), this chapter argues that phonology is the source of gradience in Turkic backness harmony. The proposed analysis is shown to account for the vast majority of variance in Kazakh and Uyghur. I argue that categorical harmony in Kyrgyz is differentiated from the gradient patterns found in Kazakh and Uyghur, not by the representations employed, but by constraint weightings. Thus, gradient variables are not restricted to languages with gradient patterns, or to the gradient patterns themselves, but pervade phonological representations.

Chapter 7 discusses the phonology-phonetics interface, as well as a range of potential diagnostics for understanding the differences between the two. Taking a range of factors discussed in laboratory, diachronic and synchronic phonology, I suggest a set of tests to determine whether a given pattern is phonological or phonetic. Afterwards, I discuss the formal analysis developed in Chapter 6 and potential avenues for future development. More generally, Chapter 7 lays out a research program investigating gradience in phonology. Finally, Chapter 8 concludes the dissertation, summarizing findings from the preceding chapters.

Chapter 2: Locality in Uyghur backness harmony

### 2.1 Introduction

One of the defining characteristics of theories of vowel harmony is locality (Goldsmith 1976; Archangeli \& Pulleyblank 1994; Gafos 1999; Nevins 2010). While the representational structures may differ across various theories, each theory demands that locality define harmonic interactions. Within computational phonology, locality has been leveraged to define and defend the relative simplicity of phonological patterns, including harmony (Heinz 2018; Heinz \& Lai 2013). When faced with non-local (also called transparent) interactions in harmony, researchers have developed elaborate formal mechanisms in order to satisfy a formal definition of locality. Gafos (1999) contends that locality is a precondition for all assimilation, and proposes that articulatory gestures extend across intervening segments to capture action-at-a-distance. Odden (1994) develops a set of feature-geometric adjacency parameters through which to impose a stricter sense of locality on autosegmental interactions. Hayes \& Wilson (2008) motivate vowel projections as a way to bootstrap the learning process, demonstrating that their phonotactic learner cannot learn the 1.9 billion constraints necessary to define vowel harmony in Shona if vowels are not represented locally (see also Hansson 2014 on projections for consonant harmony). While transparency has generated a profound amount of work developing formal theory, a foundational question still remains for vowel harmony- how non-local may harmony be?

A more recent program of research has asked this empirical question, and in many cases has found that harmony is, completely independent of any theoretical formalism, far more local than previously thought. Phonetic and phonological research on languages with reported transparency has found that, in many cases, 'transparent' segments actually alternate for harmony. Furthermore, some work argues that transparency is also constrained by distance. As distance increases, transparent vowels begin to block harmony. Both of these findings suggest the need to examine reported transparency to
more adequately ascertain what degree of transparency is allowable in a theory of harmony. This chapter examines backness harmony in Uyghur to determine to what extent harmonic interactions may be nonlocal. Extant descriptions of Uyghur claim that harmony may skip multiple /i/ vowels, but no phonetic studies have been conducted on the language. This chapter fills that gap by analyzing acoustic data on the realization of /i/ within roots and suffixes.

### 2.2 Background

Reported transparency has prompted a number of experimental studies. Two important points have emerged from this literature: 'transparent' vowels often actually phonetically alternate for harmony, and transparency may be subject to distance-based constraints. First, in a number of languages with reported transparency, phonetic studies have shown that the 'transparent' vowels actually alternate for harmony (Gordon 1999; Gick et al. 2006; Benus \& Gafos 2007; Ritchart \& Rose 2017). While Benus \& Gafos (2007) find small phonetic differences in Hungarian /i/ based on backness context, Gick et al. (2006) and Ritchart \& Rose (2017) report much more salient alternations in Kinande and Moro. In Kinande, the low vowel /a/ undergoes ATR harmony, surfacing as [ə]. In Moro, 'transparent'/ə/ is shown to actually be two vowels, $/ \partial /$ and $/ 9 /$, which form a contrastive pairing for height harmony. However, Dye (2015) presents the only phonetic evidence to-date for true transparency in harmony. She investigates the realization of transparent high vowels in Wolof using ultrasound and acoustic data, finding that both $/ \mathrm{i} /$ and $/ \mathrm{u} /$ fail to undergo even low-level phonetic alternations based on ATR context. These studies lend significant support to a decidedly local conception of vowel harmony, although the Wolof results suggest the need for further work to more adequately assess the typicality of low-level phonetic alternations for harmony (see Walker et al. 2008 for locality in Kinyarwanda consonant harmony).

Second, phonological evidence supports an additional, distance-based restriction on transparency. For instance, in Hungarian a single /i/, /i:/, /e/, or /e:/ is transparent (with, as noted above, small phonetic effects) to backness harmony. In (21a,b), a single front unrounded vowel is followed by the [-back] variant of the dative suffix. However, in $(21 \mathrm{c}, \mathrm{d})$ a single front unrounded vowel is followed by the [+back] variant of the dative suffix. In (21e,f) the transparent vowel occurs in a word-medial syllable, and in these cases the initial-syllable vowel controls the realization of the dative suffix.
(21) Transparency in Hungarian (Hayes \& Londe 2006) ${ }^{3}$
a. tsi:m-nek 'address-DAT'
b. kert-nek 'garden-DAT'
c. hi:d-nak 'bridge-DAT'
d. Ji:p-nak 'whistle-DAT'
e. fyser-nek 'spice-DAT'
f. palle:r-nak 'foreman-DAT'

However, when a regular vowel is followed by two neutral vowels, the subsequent suffix is far more likely to surface as [-back], regardless of initial vowel backness (22f; Vago 1980; Ringen \& Kontra 1989; Siptár et al. 2000; Hayes \& Londe 2006). In (22d,e), harmony spans a single /i/, but in (22f), the backness of the initial syllable does not reliably control the realization of the dative suffix when two /i/ vowels intervene. In these cases, Ringen \& Kontra (1989) report variation, and Gafos \& Dye (2011) report a consistent [-back] allomorph of the dative suffix.

[^2](22) Transparency and a count effect (Ringen \& Kontra 1989; Gafos \& Dye 2011)
a. mam 'mom'
b. mam-i 'mom-DIM'
c. mam-tfi 'mom-DIM'
d. mam-i-nak 'mom-DIM-DAT'
e. mam-tyi-nak 'mom-DIM-DAT'
f. mam-i-tyi-nak ~mam-i-tfi-nek 'mom-DIM-DIM-DAT'

This effect is distinct from the low-level phonetic alternations reported in Benus \& Gafos (2007). In (22f), the final syllable is output as [a] or [e] (phonetically [ $\mathrm{\rho}$ ] or [ $[\mathrm{\varepsilon}]$ ), not slight variants of a single sound, which suggests a decidedly phonological effect. If these vowels were entirely transparent, it should not matter how many intervene between a trigger and target. However, the fact that their number does matter, suggests that they are not entirely transparent, a point made by Ringen \& Kontra (1989; see also Hayes \& Londe 2006).

Previous work thus suggests that reported transparent vowels often undergo alternations, and their putative invisibility to harmony is constrained by distance. However, descriptions of Uyghur seem to flout both generalizations. First, some reports claim that Uyghur /i/ does not even phonetically vary according to backness harmony. Second, words with multiple transparent $/ \mathrm{i} /$ are reported, with no apparent effect of count on the behavior of the transparent vowel. The described behavior of Uyghur $/ \mathrm{i} /$ is summarized in the following examples.

In (23a), the high front vowel triggers the front vowel allomorph of the dative suffix. In (23b,c), the same root, /ij/ 'work' triggers a [+back] variant of the plural suffix, but a [-back] variant of the verbalizer suffix. Lindblad (1990:Ch. 4) shows that some roots trigger [+back] allomorphs of some suffixes but [-back] allomorphs of others, like (23b,c). Finally, some high front vowels trigger [+back] suffixes, as in (23d).

Initial /i/ in Uyghur
a. biz-gæ '1P-DAT'
b. if-lar 'work-PL'
c. if-læ 'work-VRB'
d. jil-ва 'year-DAT'

Thus, Uyghur /i/ parallels Hungarian /e: i i:/ in (21), triggering both front and back allomorphs of suffixes. In addition to this idiosyncratic behavior of $/ \mathrm{i} /$ in roots, previous descriptions argue that $/ \mathrm{i} /$ is transparent in non-initial positions (Hahn 1986, 1991; Lindblad 1990; Vaux 2000; Abdurehim 2014; cf. Yakup 2005). In much Turkological work on Uyghur, researchers assume an underlying distinction between $/ \mathrm{i} / \mathrm{and} / \mathrm{w} /$ / that is neutralized on the surface (e.g. Binnick 1991; Hahn 1991, 1998; Johanson 1998). Note though, that such an analysis still caanot easily account for forms like (23b,c), without stipulating some lexical difference been nominal and verbal roots for 'work.'

Examples of non-initial /i/ are presented below in (24). In (24a,b), the third-person singular possessive suffix /-i/ intervenes between two front vowels, while in ( $24 \mathrm{c}, \mathrm{d}$ ) the same vowel intervenes between two back vowels.
(24) Non-initial /i/ and transparency in Uyghur
a. bæl-i-dæ 'waist-POSS.3S-LOC'
b. køl-i-dæ 'lake-POSS.3S-LOC'
c. bal-i-da 'honey-POSS.3S-LOC'
d. qol-i-da 'hand-POSS.3S-LOC'

Specifically, Lindblad (1990:13) and Vaux (2000) argue that transparent /i/ is not even phonetically affected by preceding vowel backness, insisting that all allophonic variation of $/ \mathrm{i} /$ is conditioned by
consonantal context (see also Hahn 1986:46). Thus, some descriptions of Uyghur claim that the language exhibits a truly transparent /i/, without any low-level phonetic alternations based on vowel backness.

Second, existing literature claims that harmony may span a number of transparent vowels (25; see Vaux 2000). In (25a,b), backness spreads across two intervening transparent vowels while in (25c,d), harmony spans three intervening transparent vowels. In these forms, the locative suffix agrees in backness with the initial vowel regardless of how many /i/ vowels intervene.
(25) Harmony across multiple /i/ vowels in Uyghur
a. køl-imiz-dæ 'lake-POSS.1P-LOC'
b. jol-imiz-da 'road-POSS.1P-LOC'
c. sælli-lir-i-dæ 'turban-PL-POSS.3S-LOC'
d. paqi-lir-i-da 'frog-PL-POSS.3S-LOC'

Given that existing work on transparency in Uyghur depends entirely on textual and impressionistic data, this chapter investigates the pattern with acoustic data from a production study conducted in Kazakhstan. Four questions are addressed. First, what is the distribution of [i] and [u] within roots? To answer this question, it is necessary to know whether both [i] and [u] even surface in the language. If both do, then the question becomes: are these two sounds contrastive or allophonic?

Second, do non-initial [i] and [w] alternate for harmony? A subsidiary question relates to the magnitude of their alternations. If they do, in fact, alternate for harmony, is this a small, presumably imperceptible alternation, like Hungarian $/ \mathrm{i}$ /, or is this larger, as in Kinande? If there is no alternation between [i] and [u], does harmony skip the high unrounded vowels, as in (23-25)? Fourth and finally, if the high unrounded vowels are transparent, does count affect the realization of following vowels? The possibilities are schematized in Table 2.1. If high unrounded vowels are contrastive in the initial syllable and alternate for harmony non-initially, Uyghur would resemble Moro. If, however, initial-syllable high
unrounded vowels are not contrastive, but exhibit phonetic alternations non-initially, the language would be more like Kinande. Alternatively, if the high unrounded vowels don't contrast for [back] within roots or alternate (not even phonetically) in suffixes, the language would resemble Dye's (2015) description of Wolof. Another possibility is summarized in the rightmost column. If [i] and [u] display low-level phonetic alternations under certain distance-based restrictions, the language would parallel Hungarian.

Table 2.1: Schema of possible results

|  | Phonological <br> alternations | Phonetic <br> alternations | Transparency | Distance-delimited <br> pseudo-transparency |
| :---: | :---: | :---: | :---: | :---: |
| Initial [i]-[u] | /i/ and /u/ are <br> contrastive | [i] and [w] are <br> allophonic | [i] and [u] are <br> allophonic | [i] and [u] exhibit <br> imperceptible <br> allophonic <br> differences |
| Non-initial <br> $[\mathrm{i}]-[\mathrm{m}]$ | alternate for <br> [back] | phonetically <br> alternate for <br> [back] | do not alternate <br> for [back] | exhibit <br> imperceptible <br> allophonic <br> differences |
| Following <br> vowels | alternate for <br> [back] | alternate for <br> [back] | alternate for <br> [back] | alternate for [back] <br> if number of/i/<x |
| Comparison <br> language | Moro <br>  <br> Rose 2017) | Kinande (Gick et <br> al. 2006) | Wolof (Dye <br> 2015) |  <br> Gafos 2007; Hayes <br> \& Londe 2006) |

### 2.3 Methods

### 2.3.1 Stimuli

During the recording phase, participants were presented a set of pictures corresponding to the Uyghur nouns containing the six uncontroversial harmonic pairings in the language, /a-x, $o-\varnothing, u-y /$. Pictorial prompts were used to avoid an orthographic confound, since Uyghur orthographies represent only / $\mathrm{i} /$. Target words were derived from monosyllabic and disyllabic roots, as shown in (26).

Monosyllabic roots ended either in a sibilant or a liquid (e.g. 26a,b), and disyllabic roots contained two vowels that agreed for the feature [high] (26h-m).

| (26) | Example stimuli |  |
| :--- | :--- | :--- |
|  |  |  |
| Monosyllabic roots |  |  |
| a. $\quad$ baf | 'head' |  |
| b. | bal | 'honey' |
| c. | bæl | 'lower back/waist' |
| d. | jol | 'road' |
| e. | køl | 'lake' |
| f. | qul | 'slave' |
| g. | gyl | 'flower' |

Disyllabic roots

| h. | palta | 'axe' |
| :--- | :--- | :--- |
| i. | sællæ | 'turban' |
| j. | дorma | 'persimmon' |
| k. | tøpæ | 'hill' |
| 1. | qurum | 'soot' |
| m. | jyзym $\sim$ jyzym | 'grape' |

Additionally, stimuli with putative $/ \mathrm{i} /$ were drawn from lexical items that either, one, are reported to exhibit variation in Hahn (1991) or Lindblad (1990), or two, are cognates with /uw/ in closely related languages that maintain contrastive $/ \mathrm{m} /$ /, Kyrgyz (kr) and Kazakh (kz). Target stimuli with putative $/ \mathrm{i} /$ are shown in (27). Two monosyllabic stimuli were selected that are reported to trigger [+back] harmony and have [+back] cognates in Kyrgyz and Kazakh (27a,c). Two monosyllabic stimuli were selected that are reported to trigger [+back] harmony but have [-back] cognates in Kyrgyz and Kazakh, (27b,d). Finally, in $(27 \mathrm{e}, \mathrm{f})$ two disyllabic target words were selected that reportedly trigger [-back] harmony and correspond to [-back] cognates in Kyrgyz and Kazakh.
(27) Stimuli with putative /i/

|  | Stimulus | Gloss | Status in Lindblad | Cognates |
| :---: | :---: | :---: | :---: | :---: |
| a. | qif | 'winter' | [+back] | quff (kr), qus (kz) |
| b. | tif | 'tooth' | [+back] | tif (kr), tis (kz) |
| c. | jil | 'year' | [+back] | dumul (kr), 3 ul (kz) |
| d. | pil | 'elephant' | [+back] | pil (kr), prl (kz) |
| e. | ilim | 'science' | [-back] | ilim (kr); ilım, кülum (kz) |
| f. | filim | 'paste' | [-back] | dselim (kr), 3ielım (kz) |

### 2.3.2 Task

Each session was divided into training and recording phases. During the training phase, participants were taught a small set of pictorial-grammatical correspondences involving number, case, and possession. This phase typically lasted less than 5 minutes. After participants completed the training, the recording phase began. Throughout each session, participants were presented images on a laptop computer screen that showed both a picture representing a lexical item with a pictorial prompt from the training phase. When speakers were unable to guess the target word from the prompt, they were given either the equivalent Russian word or a paraphrase in the target language.

Roots were elicited in four cases, singular and plural numbers, and in first- and third-person possessive forms. The cases elicited were nominative, accusative, locative, and ablative. Example inflected forms from the roots $/ \mathrm{køl} /$ 'lake' and $/ \mathrm{jol} /$ 'road' are shown below in (28).

|  |  | /køl/ | jol/ |
| :--- | :--- | :--- | :--- |
| a. | NOM | køl | jol |
| b. | ACC | køl-ni | jol-ni |
| c. | LOC | køl-dæ | jol-da |
| d. | ABL | køl-din | jol-din |
| e. | PL | køl-lær | jol-lar |
| f. | PL-LOC | køl-lær-dæ | jol-lar-da |
| g. | POSS.1S | køl-ym | jol-um |
| h. | POSS.3S | køl-i | jol-i |

I examined three types of high vowels, underlying, epenthetic, and raised. Underlying high vowels are present in three of the suffixes elicited, the ablative, accusative, and third-person possessive ( $28 \mathrm{~b}, \mathrm{~d}, \mathrm{~h}$ ). Epenthetic high vowels occur with the first-person singular possessive suffix (28g). Note that Lindblad (1990), Hahn (1991), and Vaux (2000) describe this suffix as completely harmonic, in contrast to their descriptions of the other possessive suffixes. Thus, if their descriptions are correct, we should expect to see a morpheme-based difference in harmony, with POSS.1S exhibiting alternations while the other suffixes do not. When the POSS.1S suffix attaches directly to a vowel-final stem, it is realized as /-m/, but when it attaches to a consonant-final stem, a high vowel is inserted before the bilabial nasal. Finally, high vowels may arise due to low vowel raising, as shown below in (29). In (29a), the word-final vowels of the nominative forms of /palta/ 'axe' and /sællæ/ 'turban' are low. In (29b), these root-final vowels are also low, since the syllable is closed. However, in $(29 \mathrm{c}, \mathrm{d})$, these vowels occur in medial open syllables, and are raised to [+high]. Raised vowels are indicated by a subscript below.
(29) Raised vowels

|  |  | /palta/ | /sællæ/ |
| :---: | :---: | :---: | :---: |
| a. | NOM | palta | sællæ |
| b. | POSS.1S | palta-m | sællæ-m |
| c. | PL | paltie ${ }_{\text {- }}$ lar | sælli ${ }_{\text {R}}$-lær |
| d. | PL-POSS.3-LOC | palti ${ }_{\mathrm{R}}-1 \mathrm{i}_{\mathrm{R}} \mathrm{r}-\mathrm{i}-\mathrm{da}$ | $\mathrm{s}_{\text {æll }} \mathrm{R}_{\mathrm{R}}-\mathrm{li}_{\mathrm{R}} \mathrm{r}-\mathrm{i}-\mathrm{d} æ$ |

The four research questions that drive the acoustic analysis in this chapter are stated in (30). These questions operationalize vowel backness as variation in the second formant (F2), since this is the primary acoustic manifestation of varying tongue body backness. Specifically, back vowels exhibit lower F2 while front vowels exhibit higher F2.
(30) Four research questions:

1. Is F 2 of initial $[\mathrm{i}]$ - $[\mathrm{m}]$ predictable based on consonantal context (allophony)?
2. Is F2 of non-initial $[\mathrm{i}]-[\mathrm{m}]$ (underlying, epenthetic, and raised) predictable based on backness of the initial-syllable vowel?
3. Is F2 of low vowels following medial [i] - [w] predictable based on initial-syllable vowel backness?
4. If F2 of low vowels following medial [i] - [w] is predictable based on initial-syllable vowel backness, is it also predictable based on number of high unrounded vowels?

To examine the fourth question, elicited words fell into one of two conditions, exhibiting either a short- or long-distance dependency (31). The short-distance condition involved only a single high unrounded vowel, either the epenthetic POSS.1S /-m/ or the underlyingly [+high] POSS.3S suffix, which reportedly undergoes rounding harmony as well as backness harmony (31d). In contrast, the longdistance condition involved three high unrounded vowels, the first two of which were derived via raising (29), while the third was always the third-person singular possessive suffix. Roots in the short-distance condition were always monosyllabic, and roots in the long-distance condition were always disyllabic with a root-final low vowel subject to raising (29).
(31) Short- and long-distance conditions

## Short-distance

a. bæl-i-dæ 'waist-POSS.3S-LOC'
b. tyy-i-dæ 'dream-POSS.3S-LOC'
c. bæl-im-dæ 'waist-POSS.1S-LOC'
d. tyy-ym-dæ ‘dream-POSS.1S-LOC'

## Long-distance

e. sælli-lir-i-dæ 'turban-PL-POSS.3S-LOC'
f. tøpi-lir-i-dæ 'hill-PL-POSS.3S-LOC'
g. palti-lir-i-da 'axe-PL-POSS.3S-LOC'
h. $\quad \chi$ urmi-lir-i-da 'persimmon-PL-POSS.3S-LOC'

Words derived from monosyllabic roots were maximally three syllables in length, while words derived from disyllabic roots were maximally five syllables in length.

Sessions were conducted in a quiet room. Participants wore a Shure-SM10A unidirectional headmounted microphone, and all data were recorded to a Marantz PMD 661 MKII digital recorder at a sampling rate of 44.1 kHz . Each session lasted between 45 and 90 minutes.

### 2.3.3 Participants

Participants were recruited through existing relational networks in Chunja, Kazakhstan. Nine Uyghur speakers (five females, mean age: 44.4 years, range: 19-63 years) participated in the study. All participants reported native fluency in the target language. Most participants also reported fluency in Kazakh and Russian.

### 2.3.4 Segmentation

All sound files were segmented in Praat (Boersma \& Weenink 2015) . The beginning and end of each vowel was set to the onset and offset of the second formant. In cases where the second formant persisted across flanking consonants, abrupt changes in energy or formant frequencies were used to indicate vowel onset and offset.

### 2.3.5 Statistical analysis

After segmentation, the first three formants and duration were measured at vowel midpoint. To facilitate across-speaker comparisons, the data were z-score normalized (Lobanov 1971). All vowels in the language were included in the normalization procedure (see Chapter 4 for more on this topic). Outliers were then inspected for measurement errors. In particular, a number of errors were found with the high back vowels, where the formant tracker in Praat failed to distinguish the first two formants. In these cases formant frequencies were hand measured at the approximate vowel midpoint. The data were analyzed in R (R Core Team 2017), using the lme4 package (Bates et al. 2015). A mixed effect linear regression was used to predict normalized F2 at vowel midpoint for both high unrounded vowels and subsequent alternating vowels. Model comparisons are used to assess statistical significance.

### 2.4 Results

### 2.4.1 Root-internal /i/

The distribution of F2(z) by lexeme for the six roots compared is presented in Figure 2.1. F2 values range from less than -1 z , which is comparable to $[\mathrm{w}]$ to more than 2 z , a value consistent with a very peripheral [i] vowel quality. In general, though, values tend to fall between 0.5 and -0.5 z , which is more [ə] or [i]-like. In addition to the global distribution of F2, there is variation between different lexemes. Observe that the highest F2 is associated with the root, /fiif 'tooth' while the lowest F2 is
associated with /jil/ 'year', /pil/ 'elephant', and //ilim/ 'paste.' If attempting to describe the distribution of F2 by immediate consonantal context, the following three generalizations appear valid. One, F2 is relatively low preceding the lateral. Two, F2 is relatively high adjacent to a postalveolar, and three, F2 is decreased following a uvular. These three generalizations can account for good deal of variation seen below, but there is still some variation that is unaccounted for by this kind of allophonic analysis of putative /i/.


Figure 2.1: F2(z) of root internal /i/ in Uyghur by lexeme and syllable number. Within each distribution, the middle line represents the median and the two other lines indicate quartiles.

In particular, note the difference in F2 between the lexemes /ilim/ 'science/ and / $\mathrm{ilim} /$ / 'paste.' In this pair, even though only the initial consonant differs, the average difference in F 2 is almost 0.5 z , a difference that persists over both the first and second syllables within these two roots. To be clear, there is no obvious consonantal reason for this difference, as the postalveolars appear to promote higher F2 in /qij/ 'winter' and /fij/ 'tooth.' The lexeme/fij/ has, by far, the highest mean F2, and is flanked by two
postalveolar sounds. Moreover, the following lateral does not appear to affect F2 of the initial-syllable in /ilim/ like it does the other vowels preceding a lateral in Figure 2.1. One additional difference between /ilim/ and / $\mathrm{ilim} /$ is the range of F2 values they vary over. In /ilim/, F2 values vary wildly, spanning the entire plot. In contrast, values for / /jilim/ exhibit more moderate variation. Based on Figure 2.1, /ilim/ actually varies between [ilim] and [ilim], while a narrower transcription for /Jilim/ would show variation between [fulum] and [filim].

From the data presented above, it is not clear that $/ \mathrm{i} /$ is allophonically distributed between a variety of high unrounded vowels, ranging from [i] to [m]. Rather, it seems more likely that /i/ contrasts with a second high unrounded vowel, $/ \mathrm{u} /$. Historical evidence clearly supports the presence of ${ }^{\mathrm{m}} \mathrm{u}$ in the language, and Hahn (1986) reports that some southern dialects maintain the synchronic distinction between $/ \mathrm{i} / \mathrm{and} / \mathrm{um} /$ (see also Yakup 2005). Although the variety of Uyghur spoken in Kazakhstan is central, and not southern, it is possible that the historical distinction has been preserved in Kazakhstani Uyghur, in part, due to contact with Kazakh, which maintains a robust backness distinction between the high unrounded vowels. Based on the evidence above, it seems most likely that the high unrounded vowels derive from two separate phonemes, $/ \mathrm{i} /$ and $/ \mathrm{m} /$. This conclusion is tentative at present, but the realization of these vowels root-internally is not explainable from allophony.

If a synchronic contrast between $/ \mathrm{i} / \mathrm{and} / \mathrm{m} /$ exists in the language, then it should manifest itself in the selection of suffixes following these roots. In Figure 2.2, the percentage of [+back] vowel suffixes produced during elicitation is compared across roots and their F2 distributions. What is striking is that regardless of root F2, these vowels typically select [+back] allomorphs of alternating suffixes. There is some variation, but no root ever selects [-back] suffixes more than [+back].


Figure 2.2: F2(z) of root internal /i/ in Uyghur by lexeme and syllable number along with percent [+back] suffixes during elicitation. Within each distribution, the middle line represents the median and the two other lines indicate the first and third quartiles

These results are compared with (27) in Table 2.2. All the monosyllabic roots are classified as [+back] in Lindblad (1990) while the two disyllabic roots are considered [-back]. More significantly, all the roots with [+back] cognates in Kyrgyz and Kazakh trigger [+back] suffixes $100 \%$ of the time, whereas roots with [-back] cognates in those languages exhibit variation in suffix selection.

Table 2.2: The phonological backness of root-internal /i/ in Uyghur

| Root | Gloss | Status in <br> Lindblad (1990) | Cognates |  | Count [+back] suffix | Percent [+back] suffix |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Kyrgyz | Kazakh |  |  |
| qif | winter | [+back] | quef | qus | 41/41 | 100 |
| tif | tooth | [+back] | tij | tis | 39/48 | 81 |
| jil | year | [+back] | d3ul | 3 ml | 39/39 | 100 |
| pil | elephant | [+back] | pil | pil | 28/35 | 80 |
| ilim | science | [-back] | ilim | Ilım $\sim$ builum | 23/37 | 62 |
| filim | paste | [-back] | djelim | 3ielım | 41/48 | 85 |

While it is clear in Table 2.2 that root-internal /i/ (at least for these six lexical items) typically triggers [+back] suffixes, there is also a lower-level phonetic effect at play. F2 of root-final /i/ also has a significant effect on the selection of suffix allomorphs. In a mixed effect logistic regression with random intercepts for speaker and lexeme, increased root-final F2 was highly predictive of a front vowel suffix (z $=3.8, \mathrm{p}<.001$ ). This is evident in Figure 2.3, which plots the likelihood (left axis) and counts (right axes) of a front vowel suffix as a function of the F2 of the root-final vowel (x-axis). Even though root-internal /i/ typically behaves like a back vowel, when more phonetically fronted, it tends to behave more like a front vowel.


Count

Figure 2.3: Relationship between F2(z) of root-final /i/ and suffix backness along with a histogram of counts of back (light grey) and front (dark grey) low vowel suffixes

The interaction root-internal F2 of /i/ and suffix backness also translates to suffix F2, as one would expect. When root-internal /i/ is more fronted (i.e. exhibits higher F2), the F2 of the following suffix is higher. The moderate correlation between F2 of root-internal /i/ and F2 of the following suffix is seen in Figure $2.4(r=.45, \mathrm{p}<.001)$. For each lexical item, there is a positive correlation between F2 of the root-final vowel and F2 of the following low vowel suffix. Note that only a few tokens of $/ \mathrm{fi} 1 /$ and /qij/ are plotted below. This is because these vowel were almost always elided during production, so it was not possible to compare the backness of the root vowel with the following suffix. Also, observe that the correlation is weakest for / $\mathrm{jil} /$ and /qij/; there are too few tokens of $/ \mathrm{fi} \mathrm{j} /$ to truly support any meaningful correlation. However, the correlation is strongest for /ilim/, /filim/, and /pil/. It may be significant that all of these lexemes have [-back] cognates in related languages. It is also worth noting that the correlation seen here does not indicate the directionality of the relationship. It is possible that selecting a front .or back vowel suffix exerts an anticipatory coarticulatory effect on the root-internal vowel.


Figure 2.4: Correlations between F2(z) of root-final /i/ and suffixal /a/~/æ/ by lexical item

To sum up, evidence adduced thus far is unclear on both the relationship between root-internal [i] and $[\mathrm{m}]$, as these surface phones do not exhibit a clearly allophonic distribution. There is some evidence that phonetic backness factors into suffix selection, but not like one would expect for a typical harmonic pairing. In a typical pairing, one would expect root F 2 to account for almost all variation in suffix backness. While root F2 is a significant predictor of suffix backness in the regression model above, and while there is a significant correlation between root and suffix F2, these relationships seem too weak to signal a robust phonological contrast. It is thus unclear whether /i/ has a contrastive [+back] counterpart, $/ \mathrm{u} /$, although this seems likely. If there is a second high unrounded vowel in the language, $/ \mathrm{u} /$, it would help explain variation between near-minimal pairs like /ilim/ [Ilm] 'science' and //fulum/ [ [Julum] 'paste.' If one posits that there is only one high unrounded vowel phoneme in the language, it is not at all clear that it should be $/ \mathrm{i} /$ and not $/ \mathrm{u} /$, since $[\mathrm{w}]$ is much more common, and occurs with a much freer
distribution (see also Hahn 1986 for discussion). When the F2 values in Figure 2 are consulted, these values suggest that vowel qualities ranging from central to back are more common than phonetically front vowels.

### 2.4.2 Suffixal and raised $/ \mathrm{i} /$

This subsection investigates whether or not /i/ alternates for harmony in suffixes and in raised vowel contexts. To that end, the subsection is broken up into two parts, one examining results from the short-distance condition, where a single /i/ intervenes between a trigger and target; the second examining results from the long-distance condition, where three /i/ vowels intervene between a harmony trigger and target.

### 2.4.2.1 Short-distance condition

In this condition, second-syllable high vowels from three-syllable words are compared to determine whether or not F2 varies with initial-syllable backness, as well as rounding. Rounding is considered because extant descriptions indicate that the epenthetic vowel of the first-person singular possessive suffix undergoes both backness and rounding harmony. Since both the first-person singular possessive suffix and the third-person singular possessive suffix are evaluated, this second predictor, in addition to a predictor for suffix allows the model to differentiate between general effects and effects specific to the first-person singular possessive suffix. The linear model used predicts normalized F2 at vowel midpoint from initial-vowel backness, initial-vowel roundness, suffix; with interactions between backness and roundness, and roundness and suffix, as well as a random intercept for speaker.

As seen below in Figure 2.5, root backness exerts a significant effect on F2 of putatively transparent $/ \mathrm{i} /,\left[\beta=-1.74, \chi^{2}(1)=82.32, \mathrm{p}<.001\right]$. There is an additional effect of root rounding on F 2 of
these high vowels [round: $\beta=-1.07, \chi^{2}(1)=14.50, p<.001$ ]. There are two key takeaways from the short-distance condition. First, the high unrounded vowel does alternate for backness harmony, as seen in the significant reduction in F2 when following a back vowel. Thus, $/ \mathrm{i} /$ is not transparent to harmony in this condition, but alternates between a relatively fronted vowel, similar to $[\mathrm{I}]$ and a more backed vowel, closer to $[\mathrm{m}]$. Second, the high vowel also alternates for rounding in front vowel contexts. The darker grey boxes in Figure 2.5 show decreased F2, consistent with an effect of rounding, which depresses both F2 and F3. Lastly, in the data, any effect of rounding was diminished preceding the bilabial nasal, presumably because this sound triggers significant lowering of F2 on its own $\left[\beta=-1.07, \chi^{2}(1)=9.38, \mathrm{p}<\right.$ .01]. If a following $/ \mathrm{m} /$ triggers coarticulatory F2 depression on a preceding high vowel, the acoustic distinction between rounded and unrounded vowels diminishes.


Figure 2.5: F2(z) of suffix/i/ by root backness and rounding in short-distance condition

Moving on, it is now crucial to determine whether or not regularly alternating suffixes, here the locative ([-da]~[-dæ]) and plural ([-lar] $\sim[-1 æ r])$ suffixes alternate for harmony after a high vowel.

Normalized vowel F2 is thus predicted from initial vowel backness and rounding, as well as suffix. Additionally, the model includes an interaction term for backness and rounding. No interactions for suffix type are considered, so I have no a priori hypotheses concerning the locative or plural suffix's effect on backness or rounding. ${ }^{4}$

In Figure 2.6 it is clear that the low vowels alternate for backness harmony. Statistically, this is manifested in a significant effect of initial vowel backness on the F2 of the locative and plural suffixes $\left[\beta=-0.89, \chi^{2}(1)=13.25, p<.001\right]$. Unlike the high vowels, F2 of the low vowels was not significant affected by rounding harmony $\left[\beta=0.02, \chi^{2}(1)=0.01, p=.91\right]$, which is consistent with descriptions of the central dialect, in which rounding harmony targets high vowels only. Neither suffix nor the interaction between backness and rounding were significant predictors of low vowel F2 [suffix: $\beta=0.18$, $\chi^{2}(1)=1.18, p=.28$; round : back: $\left.\beta=0.05, \chi^{2}(1)=0.04, p=.85\right]$.

[^3]

Figure 2.6: F2(z) of suffix low vowels by root backness and rounding in short-distance condition

To summarize this subsection, the key finding is that high vowels alternate for both backness and rounding. The effect is clearer for backness, but that is not surprising since the acoustic effects of rounding are typically much smaller than the effects of vowel backness. Given that the high unrounded vowels alternate for backness harmony, it is unsurprising that following low vowels also alternate for harmony. In short, results from the short-distance condition support an analysis whereby both high and low vowels regularly undergo backness harmony in Uyghur.

### 2.4.2.2 Long-distance condition

In this condition, the medial three syllables of five-syllable words consisted of high vowels derived from vowel raising as well as an underlying high vowel. The raised vowels occurred in syllables 2 and 3, and the underlying high vowel of the third-person singular possessive suffix occurred in the fourth syllable. As in Section 2.3.2.1, a linear mixed effects model was used to predict normalized F2 at vowel midpoint from initial-vowel backness and rounding. An additional fixed effect of syllable number
was included in the model to determine if the second and third high vowels in these sequences pattern like the first high vowel. Two-way interactions between backness and rounding, backness and syllable number, and rounding and syllable number along with a random intercept for speaker were incorporated into the model.

As in the short-distance condition, initial vowel backness was a significant predictor of high vowel F2 $\left[\beta=-2.52, \chi^{2}(1)=236.22, p<.001\right]$. In this condition, though, rounding was not a significant predictor of vowel F2 $\left[\beta=-2.52, \chi^{2}(1)=0.96, p=.33\right]$. As seen in Figure 2.7, F2 of front vowel decreased by syllable $\left[\beta=-0.18, \chi^{2}(1)=11.63, p<.001\right]$, while F 2 of back vowels increased by syllable [ $\left.\beta=0.65, \chi^{2}(1)=102.24, p<.001\right]$. In other words, F2 of front vowels decreased by $0.18 z$ across syllables while F2 of back vowels increased by $0.47 \mathrm{z}(0.65-0.18=0.47)$ across syllables. The magnitude of these positional shifts is quite noticeable below. This asymmetry will be discussed in detail in Chapter 4. The interactions between backness and rounding [ $\left.\beta=0.06, \chi^{2}(1)=0.35, p=.55\right]$, as well as syllable number and rounding, were not significant $\left[\beta=-0.01, \chi^{2}(1)=0.05, p=.82\right]$.


Figure 2.7: F2(z) of /i/ by root backness and rounding in long-distance condition

To determine whether or not low vowels alternate for harmony in the long-distance condition, fifth-syllable low vowels in the locative suffix ([-da]~[-dæ]) were examined. Initial vowel backness and rounding, as well as their interaction were used to predict low vowel F2. As above, a random intercept for speaker was also included in the model.

As in the short-distance condition, initial-vowel backness significantly affected low vowel F2 $\left[\beta=-1.18, \chi^{2}(1)=96.88, p<.001\right]$. In other words, low vowels alternate for backness harmony in the long-distance condition, shown in Figure 2.8. Initial-vowel rounding did not significant affect low vowel $\mathrm{F} 2\left[\beta=-0.19, \chi^{2}(1)=2.55, \mathrm{p}=.11\right]$, nor was the interaction between backness and rounding significant $[\beta$ $\left.=0.03, \chi^{2}(1)=0.03, p=.85\right]$, although Figure 2.8 suggests a tendency toward diminished F 2 after round vowels.


Figure 2.8: F2(z) of suffix low vowels by root backness and rounding in long-distance condition

In summary, this subsection has shown that in the long-distance condition, reportedly transparent vowels actually alternate for backness harmony, with no significant effects of rounding harmony. Like the high vowels, low vowels following the high vowels also alternate for harmony. These results mirror results from the short-distance condition, confirming that high vowels do in fact alternate for harmony in non-initial syllables. Moreover, high vowels in epenthetic, underlying, and raising contexts all alternate for harmony. These results indicate quite strongly that non-initial high vowels exhibits backness alternations, and at least some also exhibit rounding alternations, too.

### 2.5 Discussion

The findings from the previous section pose intriguing problems for the analysis of harmony in Uyghur, but also provide some clarity on backness harmony in the language. To see the concerns that
arise from the data, particularly the distribution of root-internal high unrounded vowels, consult Table 2.3 below. The real issue is how to analyze $[\mathrm{i}]$ and $[\mathrm{u}]$ within roots. Some lexically-specific patterns above, e.g. the difference in F2 for pairs like /ilim/ 'science' and /filim/ 'paste', suggests that these two surface phones are not simply allophones of a single phoneme. However, the general distribution of these sounds in the lexemes tested does not convincingly support a contrastive relationship between these two sounds. If the high unrounded vowels are contrastive, then Uyghur parallels Moro, exhibiting a relatively subtle contrast that manifests itself both in triggers and targets of harmony. However, if the high unrounded vowels are not contrastive within roots, they would only exhibit phonetic alternations in suffixes. If this is the case, then the language resembles Kinande, possessing a surface inventory that is larger than its underlying inventory. It is clear, though, that high vowels are not transparent to harmony, and although there is a reduction in acoustic contrast across syllables, there is no evidence to support a Hungarian-like distance effect in the language.

Table 2.3: Schema of possible results compared against actual results

|  | Phonological alternations | Phonetic alternations | Transparency | Distance-delimited pseudo-transparency | Actual results |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Initial [i]-[u] | /i/ and $/ \mathrm{u} /$ are contrastive | [i] and [w] are allophonic | [i] and [u] are allophonic | [i] and [u] exhibit imperceptible allophonic differences | unclear |
| Non-initial [i]-[w] | alternate for [back] | phonetically alternate for [back] | do not alternate for [back] | exhibit imperceptible allophonic differences | alternate for [back] |
| Following vowels | alternate for [back] | alternate for [back] | alternate for [back] | alternate for [back] <br> if number of $/ \mathrm{i} /<x$ | alternate for <br> [back] |
| Comparison language | Moro (Ritchart \& Rose 2017) | Kinande (Gick et <br> al. 2006) | $\begin{aligned} & \text { Wolof (Dye } \\ & \text { 2015) } \end{aligned}$ | Hungarian (Benus \& Gafos 2007; Hayes \& Londe 2006) |  |

More generally, the distribution of root-internal high unrounded vowels forces questions like, what is contrast? Are there degrees of contrast? Kiparsky (2015) argues that structural contrast should be divorced from perceptual distinctiveness, producing a four-way typology of sounds, shown below in Table 2.4 (see also Hall 2009, 2013 on intermediate contrasts). If contrast and distinctiveness are not yoked, then two sounds may be distinctive in very perceivable ways without exhibiting actual linguistic contrast. Kiparsky (2015) points to Russian [i] and [i] as examples of such a salient but non-contrastive relationship. On the other hand, some sounds may exhibit structurally different phonological behavior while being characterized by the same acoustic and/or articulatory properties. Kiparsky calls this nearmerger, but to distinguish this category from the typical use of that term (e.g. Labov et al. 1991; Yu 2007), I refer to this as abstract contrast. The vowels [ $\varepsilon$ ] and [ $\rho$ ] in Tutrugbu illustrate this sort of relationship. The front vowel $[\varepsilon]$ is the surface output of both $/ \mathrm{I} /$ and $/ \varepsilon /$, while $[\rho]$ is the surface output of $/ \mathrm{v} / \mathrm{and} / \mathrm{J} /(\mathrm{McCollum}$ et al. 2019). Despite their surface neutralization, these sounds still maintain their abstract structural contrast for [high] for both rounding and ATR harmony.

Table 2.4: A typology of contrast and distinctiveness (Kiparsky 2015)

|  | Contrastive | Non-contrastive |
| :--- | :--- | :--- |
| Distinctive | phoneme <br> $($ English $/ \mathrm{t} /$ and $/ \mathrm{d} /$ ) | quasi-phoneme <br> (Russian [i] and [i] $)$ |
| Non-distinctive | abstract contrast <br> (Tutrugbu $/ \varepsilon /-/ \mathrm{I} /$ and $/ \mathrm{o} /-/ \mathrm{J} /)$ | allophone <br> (English $[\mathrm{t}]$ and $[\mathrm{t} \mathrm{h}])$ |

Despite the appeal of Kiparsky's proposal, Uyghur [i] and [u] don't fit well into these categories. The acoustic differences between these two sounds are not terribly salient, as attested by the number of grammars that describe only $/ \mathrm{i} /$ in the language. However, the behavior of these two surface sounds is not equivalent to the abstract contrasts in Tutrugbu, $/ \mathrm{I} /-/ \varepsilon /$ and $/ \tau /-/ \rho /$, since clear acoustic differences are maintained. One possibility is that the contrast between these two sounds simply isn't categorical, but
rather contrast and allophony exist on a continuum. This is the very point argued in Hall (2009; see also Goldsmith 1995). Hall's proposal offers a way to compare degree of contrast between these two vowels, but also for the comparison of contrast across languages.

Another possibility is that both the Uyghur system and other outliers, like Russian [i] and [i], derive their behavior from other factors. For instance, Russian [i] and [i] are represented orthographically, and figure meaningfully in Russian pedagogy. In contrast, Uyghur [i] and [u] are not represented orthographically, save for a brief time in Soviet Kazakhstan (Hahn 1991). Uyghur in both contemporary Xinjiang and Kazakhstan is represented by scripts that do not convey a distinction between the two. If non-linguistic factors may play a role in the psychological reality of a sound pair, then perhaps orthography offers some explanatory power. Additionally, what role does a second language play in the maintenance or loss of contrast? Kazakhstani Uyghurs speak both Uyghur and Kazakh, and the genetic and structural similarities of the two languages may influence one another. As noted above, the backness distinction between the high unrounded vowels in Kazakh is quite robust, and given the lexical similarities between the two, it is plausible that a contrast in Kazakh may help to maintain a contrast in Kazakhstani Uyghur. Such a proposal does, though, presuppose cultural and linguistic affinity that may not actually exist. It is well known that some speech communities enhance their linguistic distinctives in order to separate themselves from a related group, so it is not at all clear that structural similarities would play a contrast-preserving role in this case.

Moreover, root-internal [i] and [u] raise the question, how does one investigate structural contrast from a phonetic point of view? In the clearest of cases, the answer seems simple. One examines the distribution of sounds along some continuum to determine whether their distributions are similar or sufficiently distinct. Pairing such a production-based approach with perception testing should, in many cases, presumably offer a relatively clear picture of the relationship between two sounds. However, other factors, particular lexical factors, are known to play a significant role in production and perception.

Issues like neighborhood density (Scarborough \& Zellou 2013), contextual predictability (Seyfarth 2014),
morphological constituency (Plag et al. 2017), and intra-paradigmatic relationships (Seyfarth et al. 2018) all affect the realization of segments, and if the contrast is relatively subtle, then it could become quite difficult to tease apart the different possible effects inherent within a set of data points. Does contrast really boil down to minimal pairs and semantic differences? If so, then Uyghur [i] and [u] cannot be considered contrastive, since they do not have clear-cut (near-)minimal pairs, although perhaps the slight differences in [ilim]~[ilim] 'science' and [filim] [ [Julum] 'paste' suggest the possibility of such pairs.

In OT, contrast falls out from constraint rankings rather than restrictions on the underlying inventory (see Lubowicz 2012 for more on contrast in OT). In this framework, some allophony-driving constraints may compel the distributional facts surveyed above. For instance, a highly ranked constraint against [ m$]$ preceding postalveolars and palatals, ${ }^{*} \mathrm{w} \int$, could ensure that high unrounded vowels surface as front in this context. Likewise, a constraint banning [i] before the lateral, ${ }^{*} \mathrm{il}$, could account for the lowered F2 of the high unrounded vowels before [1]. With a set of these markedness constraints, one might be able to account for much of the contextual distribution of the high unrounded vowels. However, since harmony produces a reliable alternation between [i] and [ u$]$, whatever constraint drives harmony in the language, e.g. AGREE[back], must outrank the markedness constraints governing the distribution of these two sounds generally. As an example, AGREE[back] must outrank *il, since harmony produces [i]like vowel qualities in raised vowel and suffixal contexts. At the same time, AGREE[back] must be outranked by some constraint on these sounds within roots. Stated differently, whatever contrast exists between these two sounds is most robustly attested not in roots, the typical prominent position in which contrasts should be preserved, but rather in suffixes.

Evidence from Esimbi, a Grassfields Bantu language, indicates that a language may displace contrast (Stallcup 1980; Hyman 1988; Walker 2011; Kaplan 2015). In Esimbi, root height contrasts shift to the initial syllable, which is almost always a prefix. Walker (2011) and Kaplan (2015) argue that the Esimbi pattern falls out from licensing. In essence, the initial syllable licenses height contrasts that are illicit elsewhere in the word. The challenge for a licensing account of Uyghur is the licensing position.

In Uyghur, it appears that contrast is typically displaced to non-initial syllables, including both medial and final syllables. Medial syllables, though, are subject to reduction via vowel raising, so it would be surprising if they are targets for contrast displacement. Additionally, word-finally all high vowel contrasts are neutralized to a very peripheral [i] in the language (see Chapter 4 for more). Thus, a licensing account would have to motivate displacement to non-initial syllables, provided that the licensor is not word-final, which also happens to be where stress falls in the language. Thus, stress placement cannot motivate licensing, since high vowel are neutralized to [i] in absolute word-final (stressed) position. In Esimbi, the licensor is the cross-linguistically prominent initial syllable, but the licensing position is not so obviously definable or prominent in Uyghur.

Other work has revealed a similar pattern among some speakers of Crimean Tatar. For these speakers, $/ \mathrm{y} /$ surfaces as [ u$]$ in roots unless it is flanked by a coronal, which appears to enhance the frontness of the vowel (see also Flemming 2001, 2003). However, in suffixes, $/ \mathrm{y} /$ is produced as [y] regardless of consonantal contexts. These types of patterns defy McCarthy \& Prince's (1995) claim that root faithfulness universally outranks affix faithfulness. Problems with McCarthy \& Prince's (1995) FAITH-ROOT $\gg$ FAITH-AFFIX metaconstraint are evident in languages with dominant-recessive harmonies, or languages in which the intonational or tonal content of affixes overrides that of less peripheral morphemes (e.g. Bennett et al. 2018; Rolle 2018). Affix and root discrepancies like those in Uyghur suggest continued work on contrast, its psychological and cognitive foundations, as well as its differential realization in spoken language.

In spite of the various challenges posed by [i] and [ w$]$, their alternation does provide a much simpler analysis of the harmony pattern than those presented in Lindblad (1990) and Vaux (2000). In fact, existing analyses of Uyghur have recently been critiqued for their computational complexity. Mayer \& Major (2018) contend that if both consonantal and vocalic features define the distribution of the high unrounded vowels and the harmony pattern more generally, then harmony in Uyghur is more complex than tier-based strictly local patterns (e.g. consonant harmony), contradicting claims made in recent work
on the computational complexity of phonology (e.g. Heinz 2018). The fact that high vowels all alternate for [back] simplifies the analysis of harmony in Uyghur. There is no need for theoretical devices like absolute neutralization rules, or for a less constrained harmony driver, like SPREAD (Finley 2008). So, no derivational ordering or transparency-producing constraints are necessary, making the analysis much more straightforward- the constraint driving harmony outranks the relevant markedness and faithfulness constraints, compelling backness alternations in suffixes. Typologically, this result falls nicely in line with previous work investigating putative transparency in harmony (e.g. Gick et al. 2006; Benus \& Gafos 2007; Ritchart \& Rose 2017), showing that harmony applies more locally than previous accounts suggest. So, while this investigation of transparency in Uyghur has not yielded the most sanitized view of contrast, it has corroborated a number of studies on other languages that support a decidedly local conception of harmony.

Recall the questions driving this study. One, do [i] and [w] contrast in Uyghur? Two, do [i] and [ w$]$ alternate for harmony in non-initial positions? Three, does Uyghur exhibit transparency, and if so, is transparency constrained by distance? The answer to the first is unclear. It is plausible that these two sounds exhibit some intermediate contrast (Hall 2009) between full contrast and allophony. As for the second question, the answer is clear - harmony dictates the realization of [i] and [ m$]$, as well as all other vowels in the language. Finally, since Uyghur does not exhibit transparency, the issue of distance is moot. From the results in the long-distance condition, though, it is clear that there is a relationship between vowel F2 and distance from the trigger, which is discussed at length in Chapter 4.

This chapter has demonstrated that the high unrounded vowels alternate for harmony in Uyghur, contrary to a number of previous descriptions. As a result, the analysis of Uyghur is far simpler than previously thought. The next chapter continues the investigation of locality to determine whether or not consonants also undergo harmony alternations in Kyrgyz, Kazakh, and Uyghur, and the implications of consonantal participation in harmony for various theories of locality.

Chapter 3: Strict locality in harmony

### 3.1 Introduction

The previous chapter observed that, despite a number of claims that vowel harmony in Uyghur skips vowels, harmony is local, triggering alternations on all vowels within the word. As discussed in the previous chapter, locality offers significant formal benefits. Problematically, there is no single definition of what the term 'local' actually means in the literature. At one end of the spectrum, Nevins (2010) proposes a harmony-driving search function that is relativized to ignore certain classes of vowels, which is capable of producing long-distance transparency effects (see also Calabrese 1995; Vaux 2000). At the other end of the spectrum, a body of work (e.g. Walker 1998; Gafos 1999; Ní Chiosáin \& Padgett 2001) contends that harmony is 'strictly local,' arguing that all segments either participate in or block harmony. Under this proposal, all segments either undergo harmony or block harmony, ruling out all transparency. To continue the investigation of locality in Turkic, this chapter examines the effects of harmony on intervening consonants to better understand how strict locality is in the four languages under study. Specifically, this chapter examines the realization of the sibilants as well as the lateral in each language to determine if these segments are realized in accordance with backness and rounding harmony, as is claimed by Dzhunisbekov $(1980,1991)$ and Abuov (1994).

This chapter is organized as follows. Section 3.2 discusses two proposals concerning locality, trans-consonantal locality and strict locality, in addition to a minor variant of the strict locality account proposed in Smith (2018). Section 3.3 details the methods used to collect, measure, and analyze the acoustic data collected, and Section 3.4 presents results from each language. Section 3.5 relates the study's findings back to the larger question of locality, and presents a brief Optimality Theoretic analysis of locality in Turkic; Section 3.6 concludes the chapter.
3.2 Locality and the phonology-phonetics interface

### 3.2.1 Locality

### 3.2.1.1 Trans-consonantal locality

The prevailing conception of vowel harmony is largely agnostic to the role of consonants. Unless consonants interact directly with the pattern, like the palatalized lateral in Turkish (e.g. Clements \& Sezer 1982), most work assumes very little about consonantal participation in harmony. Deriving largely from autosegmental models of phonology, most work assumes that vowels may be projected onto their own tier, and locality holds only within the tier (Goldsmith 1976; Clements 1981; Odden 1991). Various instantiations of this general claim exist throughout the literature: projections, feature-bearing units, and formal language-theoretic tiers (e.g. Halle \& Vergnaud 1981; Clements \& Sezer 1982; Archangeli \& Pulleyblank 1994; Krämer 2003; Hayes \& Wilson 2008; Heinz 2018). The various proposals are remarkably consistent in their distinction between vowel and consonant, relevant and irrelevant for harmony (though see Clements \& Hume 1995 for a feature-geometric approach to consonant-vowel interactions). Throughout the chapter I will refer to this view as trans-consonantal locality. Transconsonantal locality is exemplified below in (32). In (32a), the first-syllable vowel spreads its value for [F] to the second-syllable vowel. This type of syllable-adjacent interaction is grammatical, while nonlocal interactions, like (32b) are forbidden. In (32b), the initial-syllable vowel spreads its value for [F] directly to the third-syllable vowel without harmonizing the intervening vowel. This type of transparent interaction is ruled out under trans-consonantal locality.

Grammatical
a.
[F]

C V C V C V C [segmental tier]

## Ungrammatical



C V C V C V C

When it comes to the question of intervening consonants and their participation in harmony, the typically tacit assumption is that consonants simply don't matter. In Calabrese's (1995) terms, they typically are not specified for the harmonic feature, and as a result are not visible to harmony (see also Vaux 2000; Nevins \& Vaux 2006; Nevins 2010). This may very well be the state of affairs in many languages with vowel harmony. In these cases, if intervening consonants are ignored by the harmony pattern, then their realization is effectively a phonetic issue.

### 2.1.2 Strict locality

As discussed in the previous chapter, a number of languages with reportedly transparent segments have been shown to be subject to a stricter definition of locality, like Hungarian, Turkish, Kinande, and Moro (Boyce 1990; Gick et al. 2006; Benus \& Gafos 2007; Ritchart \& Rose 2017). In Hungarian, Kinande, and Moro, vowels that were thought to be transparent were subsequently shown to exhibit harmonic alternations, and in the case of Moro, alternating vowels were shown to be contrastive. If vowels that were thought to be transparent have since been shown to actually participate in harmony, then the possibility that consonants may exhibit similar patterns of alternation. Some evidence for this comes from Boyce (1990), which finds that rounding harmony affects both vowels and intervening consonants, in Turkish, as lip rounding persists across all segments within the domain of harmony. As a result, it is likely that consonants serve as targets for harmony in Turkish rounding harmony. Kaun $(1995,2004)$
formalizes this as a universal preference for 'gestural uniformity', a prolonged extension of a single articulatory gesture across a given domain. This notion of gestural uniformity is in many ways equivalent to what has been labelled 'strict locality' in works like Walker (1998), Gafos (1999), and Ní Chiosáin \& Padgett (2001). These authors argue that all segments either participate in or block harmony. In effect, all consonants and vowels become targets for harmony, shown in (33). In (33a), the initial-syllable vowel spreads its value for $[\mathrm{F}]$ to every vowel and consonant within the word, obeying this stricter definition of locality. In (33b), however, harmony skips all consonants, and is thus ungrammatical under strict locality.
(33) Strict locality

Grammatical
a.
[F]

CVCVCVC

## Ungrammatical

b. [F]


CVCVCVC

Strict locality is formalized in several different ways. Walker (1998) and Ní Chiosáin \& Padgett (2001) build locality into a theory of Gen that eliminates all candidates in which harmony is non-local. Gafos (1999), and more recently Smith (2018), encode strict locality as a result of a gestural representational system. Gafos (1999) and Smith (2018) argue that harmony is the persistence of a single gesture across the entire domain of harmony. In both the gestural and featural representations employed, the overarching claim is the same: harmony targets all segments within the word. While the transconsonantal locality account leaves phonetics to determine the realization of intervening consonants, the strict locality account makes a much stronger claim. The strict locality claim not only obligates phonological harmony to target all segments, it further obligates the phonetic module of the grammar to faithfully implement the commands from phonology. The prediction is simple and readily falsifiable- if
harmony fails to trigger an alternation on some segment or class of segments, then harmony is not strictly local.

To see the restrictiveness of the strictly local account, consider a suffix with the shape CVC, like the nominalizing suffix /-lik/ in Kyrgyz. If we assume for the moment, in conformity with the strictly local analysis that there are two possible surface outputs for backness harmony for each segment in the syllable,, $[1]-[7]$, $[\mathrm{i}]-[\mathrm{m}]$, and $[\mathrm{k}]-[q]$. Given that there are three binary oppositions here, there are eight $\left(2^{3}\right.$ $=8$ ) possible syllables derivable from /-lik/. The restrictiveness of each analysis is evident in the number of forms that are grammatical under each analysis. In Table 3.1, the set of grammatical strings attached to a [ $\pm$ back] root are compared. Of the eight possible strings, the trans-consonantal locality allows four for each value for [back], permitting all strings in which the vowel's backness is consistent with the backness of the root. Trans-consonantal locality does not demand that consonants surface in conformity with adjacent vowels. As a result, it is possible that these sounds freely vary with one another. In constraint terms, neither [djaqfu-luq] "goodness" nor the possible [ḑaqfu-luk] doesn't violate a transconsonantal harmony driver, since the constraint does not pay attention to the consonant-vowel sequence $[\mathrm{lu}]$ and the vowel-consonant sequence [ mk$]$. Vowels are projected onto a separate tier, and the segmental tier is ignored. In contrast, the strict locality analysis permits only a single output for each backness value, a string that contains only syllables that all agree with the root for [back].

Table 3.1: Comparison of different locality analyses

| Context | Analysis |  |
| :---: | :---: | :---: |
|  | Trans- <br> consonantal <br> locality | Strict locality |
| [-back] stem <br> e.g. izgi 'good' | lik, liq, lik, liq | lik |
| [+back] stem <br> e.g. djaqfu <br> 'good' | tuq, lukk, luqq, <br> luk | turq |

Evidence to-date suggests that backness and rounding harmony in Turkic are strictly local. Dzhunisbekov $(1980,1991)$ argues that each consonant undergoes four-way alternations for backness and rounding in Kazakh. He goes on to contend that all Turkic languages are governed by this same pattern of harmony, making strictly local harmony a distinguishing feature of the language family (see also Abuov 1994). Limited phonetic evidence is marshalled in Ní Chiosáin \& Padgett (2001) and McCollum (2015) to support the putative locality of rounding harmony, but no systematic phonetic work has been done on consonantal participation in backness harmony.

With these differences in mind, this chapter attempts to determine whether the realization of consonants is more consistent with the trans-consonantal locality account or the strict locality account. Since the trans-consonantal locality account gives phonetics control of intervening consonants, it is key to understand the role phonetic coarticulation may play in the production of consonants. This topic is discussed below, including Smith's (2018) nuanced perspective on locality.

### 3.2.2 The phonology-phonetics interface

If the production of consonants in a language with vowel harmony is determined by phonetic forces, what possibilities would one predict for these interveners? Three possibilities seem most worthy of discussion: assimilation, no assimilation, and restricted assimilation. I will briefly discuss these in order.

A large body of literature has shown that both vowels and consonants are affected by flanking segments (e.g. Hardcastle \& Hewlett 2006; Farnetani \& Recasens 1997). Coarticulatory forces have even been shown to persist across a number of segments. For instance, Öhman (1966) shows that vowels may affect one another across an intervening consonant (see also Magen 1997). In much the same way, vowel articulations are known to affect intervening consonants (e.g. Recasens 1985, 1999). Given the extent of vowel coarticulatory forces and cross-linguistic reports of vowel-to-consonant coarticulation, one
possibility is that all consonants undergo phonetic alternations consistent with the phonological harmony pattern due to coarticulation. For instance, given a sequence like /ulu/ versus /ili/, one might expect the lateral to undergo backing in the context of $/ \mathrm{u} /$ as well as potential lip rounding (Daniloff \& Moll 1968; Boyce 1990). If vowel-to-consonant coarticulation occurs throughout the harmonic domain, the harmonic feature will be present to varying degrees on all segments within the word. Therefore, if transconsonantal locality is implemented in a phonetics with widespread vowel-to-consonant coarticulation, the resultant analysis is effectively equivalent to the strictly local analysis in Turkic - all segments bear the harmonic feature. ${ }^{5}$ The two analyses differ in where they place the locus of explanation. Transconsonantal locality plus widespread coarticulation relies on a relatively independent conception of phonology and phonetics, whereas the strictly local account assumes that phonological considerations dictate the production of consonants. From an empirical standpoint, though, trans-consonantal locality plus widespread coarticulation is indistinguishable from strict locality, and the two are treated as strict locality below.

Despite the prevalence of coarticulation in connected speech, some research has found that consonants may resist coarticulation for at least two reasons- perceptibility and articulatory constraints. In some cases, the extension of a particular gesture into an adjacent segment may obscure some crucial aspect of one segment's identity, and in these cases coarticulation may be minimized. Butcher (1999) reports that anticipatory nasalization is only minimal in Australian languages, in contrast to languages like English, where velum lowering begins well before the onset of the nasal consonant. Moreover, Stoakes et al. 2019) argues that limited anticipatory nasal coarticulation maintains a perceptually weak place of articulation contrast among the triggering nasals in Bininj Kunwok. One can generalize from this finding that nasal coarticulation is limited in Australian languages due to language- and segment-specific

[^4]perceptibility concerns. In this case, perception of the triggering segment militates against coarticulation, but it is also possible that the target segment may also resist coarticulation for perceptual reasons. This reasoning is leveraged in Manuel (1990) to explain why languages with larger and more crowded vowel inventories exhibit smaller patterns of consonant-to-vowel coarticulation. Manuel argues that vowel contrasts are more likely to be blurred under coarticulation, and so potential targets may resist physiologically motivated coarticulation in order to maintain phonological contrasts.

When perception-based explanations of limited vowel-to-consonant coarticulation are contextualized to Turkic, though, it is unclear what contrasts might be preserved by resisting coarticulation. Turkic does not typically employ a secondary palatalization or labialization contrast (cf. Berta 1998; Csató 1999; Kavitskaya 2010 on palatalization in West Kipchak languages). In addition, very few minor place of articulation differences are exploited. There are no contrastive bilabiallabiodental, dental-alveolar, or alveolar-postalveolar contrasts that are likely to be lost under coarticulation from backness or rounding harmony. In fact, the only consonants that are reported to alternate in most Turkic languages are the velars and uvulars, which are not contrastive. These two classes of sounds have developed a contrast only in languages with extensive borrowing, like Kazakh or Uyghur, but have maintained an allophonic relationship in much of the language family. Thus, although perceptibility factors likely limit coarticulation in some languages, there is no clear reason to expect perception to significantly limit consonantal participation in Turkic vowel harmony.

Despite the absence of perceptual factors motivating consonantal resistance to harmony, there is some articulatory reason to consider consonants immune to harmony. As argued in Recasens (1985) and Recasens et al. (1997), among other works, vowel-to-consonant coarticulation can be predicted based on the articulatory properties of the target consonant. Some consonants involve a higher degree of articulatory control, e.g. palatal consonants, while others, e.g. labials, require less stringent articulatory configurations. Findings in Recasens (1989) further suggest that carryover (left-to-right) coarticulatory patterns may be affected by antagonistic consonantal gestures more readily than anticipatory (right-to-
left) coarticulation. Since harmony in Turkic is progressive (left-to-right), the role that consonantal gestures may play in their ability to resist backness and rounding coarticulation may be more significant. Thus, it is possible that consonants resist coarticulatory effects in Turkic due to some intrinsic properties of the articulations they require as well as the directionality of spreading.

While intervening consonants may (relatively) uniformly undergo or resist coarticulation from flanking vowels, it is also plausible that vowel-to-consonant coarticulation may be mediated by consonant-specific gestural factors. Consonantal participation in harmony may thus not be uniform, but depend on the specific articulatory properties of each consonant in question. This restricted coarticulatory pattern lines up very neatly with Recasens' $(1985,1987,1989)$ coarticulatory resistance argument. As noted just above, consonants that require more specific articulatory configurations are predicted to resist coarticulation more than other consonants. Recasens (1985) suggests that consonants involving more tongue body contact as well as tongue body-tongue tip coupling are the most resistant to effects from flanking segments. Based on his findings, both the sibilants, particularly the postalveolar sibilants, and the lateral should be less prone to coarticulatory effects than other consonants. Tabain (2001) corroborates Recasens' claim for the sibilants, finding that the sibilants in Australian English are less prone to coarticulatory variation than other consonant. She argues that this coarticulatory resistance falls out from their specific articulatory configuration. The sibilants involve a high degree of tongue body constriction that must also channel the airstream toward the bottom teeth. This complexity of articulation is thus predicted to make them less affected by neighboring segments (cf. Gafos 1999). Similarly, the lateral requires controlling both the tongue tip for apical contact and the constriction of the dorsum to produce lateralization of the airstream. The lateral involves coupling the tongue tip and dorsum, which also is the lingual region most relevant for vowel articulations. These facts suggest that the lateral, like the sibilants involves a relatively complex set of articulatory gestures. A segment or class of segment's unique articulatory properties may therefore distinguish them from other consonants in the language, producing a more restricted patterns of coarticulation or consonantal participation in harmony.

A third analytical possibility is thus derivable from coarticulatory resistance, what I will call violable strict locality. Under this model of locality, consonants surface in accordance with the harmony pattern so long as they are not produced with an articulatory configuration that is antagonistic to the harmonic feature. This idea is discussed extensively in Smith (2018), although she focuses on vowel articulations and their more obvious role in harmony. She argues that the spreading gesture extends throughout transparent segments, but that its effect is masked due to other articulatory constraints. If coarticulatory resistance, as in Recasens' work, may hold the same status as the vowel-specific articulatory factors that shape the typology discussed in Smith (2018), articulatory antagonism provides a more nuanced framework within which to understand consonantal participation in harmony. Instead of uniform consonantal participation or resistance to harmony, consonants may exert varying degrees of resistance, in accordance with their own articulatory specifications.

The three analyses evaluated and discussed throughout the rest of the chapter are thus transconsonantal locality, violable strict locality, and strict locality. The next section details the specific predictions of these analyses and how they relate to the sibilants and lateral in Kyrgyz, Kazakh, Uyghur, and Uzbek.

### 3.3 Methods

### 3.3.1 Research questions

To concretize the larger research question of consonantal participation in harmony, this chapter examines the realization of two classes of segments, the sibilants and the lateral. The larger research question can thus be broken down to consider the realization of each of these classes of segments for both backness and rounding harmony. These questions are explicitly formulated in (34).
(34) Research questions

1. Do the sibilants (i.e. $/ \mathrm{sz} \int 3 \mathrm{f}$ d d ) alternate based on root backness?
2. Do the sibilants (i.e. $/ \mathrm{s} \mathrm{z} \int 3 \mathrm{f}$ d d ) alternate based on root rounding?
3. Does the lateral alternate based on root backness?
4. Does the lateral alternate based on root rounding?

Predictions from each of the analyses described above are listed in Table 3.2. For each of the questions in (34), trans-consonantal locality is agnostic to phonetic alternations among the sibilants and lateral. The trans-consonantal locality analysis leaves consonantal realization up to the phonetics of each language, considering only vowels for the harmony pattern. The violable strict locality account predicts that the sibilants and the lateral should alternate for rounding harmony since the lips are independent of the tongue body. Similar to the trans-consonantal locality account, the violable strict locality account makes no explicit predictions regarding backness harmony. Given the large differences between the European languages discussed within work on coarticulatory resistance and the Turkic languages under study here, it is unclear if the trends in Recasens $(1985,1987,1989)$ and Tabain $(2001)$ will translate directly into Turkic. Unlike the first two analyses, the strict locality account predicts that the sibilants and lateral should alternate for harmony.

Table 3.2: Predictions concerning the four research questions in (34)

|  | Alternation | Trans- consonantal locality | Violable strict locality | Strict locality |
| :---: | :---: | :---: | :---: | :---: |
| Sibilants | [back] | Perhaps | Perhaps | Yes |
| Sibilants | [round] |  | Yes |  |
| Lateral | [back] |  | Perhaps |  |
|  | [round] |  | Yes |  |

While Kyrgyz, Kazakh, and Uyghur demonstrate consistent vowel harmony patterns, vowel alternations are largely absent in contemporary Uzbek. Limited rounding harmony is still operational in the Osh dialect (the dialect under study), but backness alternations are unattested. Therefore, Uzbek provides a control against which to compare the other three languages in at least two respects. First, what alternations are statistically significant? Second, how do the magnitudes of significant alternations compare? A priori, Uzbek should exhibit fewer and smaller backness and rounding alternations on consonants, since harmony is no longer at work in the language. It should be noted that the absence of phonological harmony does not preclude the possibility for continued phonetic effects on the consonants. Nonetheless, I predict that the number of statistically significant alternations should be fewer and that their magnitude should be smaller than comparable alternations in the other three languages.

### 3.3.2 Stimuli

The elicited data set derives from a word list composed of monosyllabic and disyllabic roots, presented in Table 3.3. All monosyllabic roots ended in a sibilant or a liquid (e.g. Kyrgyz /baf/ 'head' and /bal/ 'honey'). Disyllabic stimuli were composed of two vowels that agree in height with an intervening sibilant or liquid (e.g. Kyrgyz /balta/ 'axe' and/urum/ 'superstition'). Stimuli were presented pictorially on a laptop computer, prompting each participant's response. If a participant was unable to guess the appropriate word, I provided synonyms in the target language or a Russian translation of the appropriate word. All words were produced in isolation to the pictorial prompts. Each word was prompted only once, but if a speaker repeated a word, all repetitions were included in the analysis. Note that there are a number of gaps in the wordlist in Table 3.3. Some of these gaps are due to inventory gaps, and these are notated with "N/A". Other gaps are due to the restricted distribution of a given phoneme, like Kyrgyz $/ \mathrm{f} /$ and Kazakh $/ \mathrm{J} /$. Since the affricates are composed of a stop + frication sequence, the analysis groups the two sounds together, which removes some of the gaps below. See Chapter 4 for more on the word list.

Table 3.3: Stimulus lexemes for all four languages

|  |  | Kyrgyz |  | Uzbek |  | Kazakh |  | Uyghur |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | [-bk] | [+bk] | [-bk] | [+bk] | [-bk] | [+bk] | [-bk] | [+bk] |
| /s/ | [-rd] | es |  | es | asal, bars | ies, tis, bæs, sældie | bas, qus | æs |  |
|  | [ +rd ] |  | dos |  | dos | tys | dos |  |  |
| /z/ | [-rd] | tezek |  |  |  |  |  |  |  |
|  | [ +rd ] | køz, dзyzym | muz | køz, jyzym | muz | køz, 3YZYm | muz | yzym | muz |
| / $/$ | [-rd] | tif | baf, que | tif, qif | daft |  |  | tij | bas |
|  | [ +rd ] | tøføk, ty |  | tøfak, $\text { ty } \int$ | bof |  |  | tøfæk, <br> ty $y$ |  |
| /3/ | [-rd] | N/A |  | N/A |  |  | 3 ul | N/A |  |
|  | [ +rd ] |  |  | 3YZYm | 301 |  |  |
| / $/$ / | [-rd] |  |  |  |  | tij |  | N/A |  | trij | talma |
|  | [ +rd ] |  |  |  |  |  |  |  |  |
| /d3/ | [-rd] |  | djul |  |  | N/A |  |  |  |
|  | [+rd] | djyzym | djol |  |  |  |  |  |  |
| /1/ | [-rd] | bel, selde, kelte, pil, ilim | bal, balta, ḑul | bel, selle, ilim | asal | biel, sældie, ilım | bal, balta | bæl, sællæ | bal, palta |
|  | [+rd] | køl, gyl | dyol, moldo, qul | køl | jol, bolta, molda | køl | 301, molda | køl | jol, molda |

In addition to these lexemes, the lateral occurs in some allomorphs of the plural suffix for all four languages, and was included for analysis. In Uyghur and Uzbek, the lateral is the initial segment of the plural (e.g. Uyghur [lar]-[lær]) regardless of preceding segment, but in Kazakh and Kyrgyz, the initial segment of the plural varies according to the stem-final segment, and only vowel-final stems trigger the lateral-initial allomorph of this suffix (see Gouskova 2004 for an analysis).

### 3.3.3 Participants

Participants were recruited from existing relationship networks in each of the field sites: Taldykorgan and Chunja, Kazakhstan; and Bishkek and Osh, Kyrgyzstan. In Taldykorgan, nine Kazakh speakers (seven females, mean age: 33.4 years, range: 19-49 years), and in Chunja, nine Uyghur speakers (five females, mean age: 44.4 years, range: 19-63 years) participated in the study. In Bishkek, thirteen Kyrgyz speakers (eleven females, mean age: 35.0 years, range: 18-57 years), and in Osh, nine Uzbek speakers (four females, mean age: 28.8 years, range:19-45 years) participated in the study. All participants reported native fluency in the target language. Many participants reported additional fluency in at least one neighboring Turkic language, as well as Russian.

### 3.3.4 Measurement and statistical analysis

Sessions were conducted in a quiet room. Sound files were recorded to a Marantz PMD 661 MKII digital recorder, using a Shure SM-10A head-mounted microphone. All sound files were segmented in Praat (Boersma \& Weenink 2015) . The beginning and end of each sibilant was determined to correspond to the beginning and end of high-frequency frication noise in the spectrogram. For the affricates, the stop portion was ignored and only the frication release was considered. Abrupt shifts in energy from flanking vowels along with changes in formant structure were used to segment the lateral from adjacent vowels. In some cases, the lateral immediately preceded an obstruent, and in these instances, the end of the second formant was aligned to the end of the lateral.

For statistical analysis, the alternation of the sibilants and lateral respectively are operationalized as differences in center of gravity and the second formant (F2), respectively. It has been shown that sibilant place of articulation is cued by the distribution of energy in their spectra (e.g. Jongman et al. 2000). For the sibilants, this translates into a difference in center of gravity, with more posterior sibilants exhibiting lower center of gravity. Additionally, Ní Chiosáin \& Padgett (2001) and McCollum (2015)
demonstrate that some fricatives show parallel differences in center of gravity based on root roundness. Consider the sibilants in Figure 3.1 below. In the two panels, waveforms and spectrograms for the Kazakh words /tis/ 'tooth' and /tvs/ 'dream' are shown. Observe the distribution of energy during the two fricatives. More intense energy is distributed lower in the spectrum in /tys/ due to preceding vowel rounding. Lip rounding extends the distance from the point of constriction to the end of the vocal tract, depressing spectral center of gravity. Thus, differences in place of articulation and lip rounding result in the same acoustic consequences, lowered fricative center of gravity.


Figure 3.1: Waveforms and spectrograms for /trs/ 'tooth' (left) and /tys/ 'dream' from a female Kazakh speaker

The same difference in center of gravity is also visible in spectral slices from a 15 millisecond window at the midpoint of the sibilant in /tis/ and /tys/, shown below in Figure 3.2. In the right panel there is a peak in spectral energy at around $4,000 \mathrm{~Hz}$ that is notably absent from the left panel. The increase in energy from around $1,000 \mathrm{~Hz}$ to around $5,000 \mathrm{~Hz}$ after the round vowel in /tys/results in a lower center of gravity. Center of gravity for the 15 msec . window sampled is 8113 Hz for $/ \mathrm{trs} /$ and 6603 Hz for $/ \mathrm{tys} /$.


Figure 3.2: Spectral slices from 15 msec . windows at the midpoint of the sibilants in /tis/ 'tooth' (left) and /tys/ 'dream' from a female Kazakh speaker

As for the lateral, clear [1] and dark (or velarized) [1] differ in the distribution of acoustic energy, with dark [ f ] having a lower second formant (F2; Recasens \& Espinosa 2005; Carter \& Local 2007). If the lateral differs in tongue body position according to backness, then similar changes in the second formant should occur. Observe the difference in two tokens of /l/ in Kazakh, shown in Figure 3.3. After the back vowel $/ \mathrm{um} /$, F 2 of the lateral is very low in the left panel, around 1000 Hz . However, in the right panel, F2 of the lateral is approximately 2000 Hz after the front vowel /I/. Also, since lip rounding decreases F2 generally, F 2 of the lateral in round vowel contexts should be lower than in unrounded contexts.


Figure 3.3: Waveforms and spectrograms for /zul/ 'year' (left) and /pil/ 'elephant' from a female Kazakh speaker

Therefore, the four research questions from (34) can be restated in testable, acoustic terms, as in (35).
(35) Research questions

1. Do the sibilants (i.e. $/ \mathrm{s}_{\mathrm{z}} \int_{3} \mathfrak{t}$ d ) differ in center of gravity based on root backness?
2. Do the sibilants (i.e. $/ \mathrm{sz} \int 3 \mathrm{t}$ d ) differ in center of gravity based on root rounding?
3. Does the lateral differ in F2 based on root backness?
4. Does the lateral differ in F2 based on root rounding?

After segmentation, center of gravity was measured over a 15 millisecond window at the midpoint of each sibilant. For the affricates $/ \mathbb{t} d \delta /$, the midpoint of the fricative release rather than the midpoint of the entire affricate was used for the analysis. For the lateral, the second formant was measured at the midpoint of each token. The data were analyzed in R (R Core Team 2017), using the lme4 package (Bates et al. 2015).

Outliers were then inspected for measurement errors. To facilitate across-speaker comparisons, F2 data were z-score normalized (Lobanov 1971). Four tokens of each vowel were taken from monosyllabic words from each speaker's data. If four tokens of a given vowel were not present in
monosyllables, then the remaining tokens were taken from the initial syllable of disyllabic words. Thus, the normalization compares the lateral against the normalized vowel space for each speaker.

A mixed effect linear regression was used to predict center of gravity based on root backness and rounding as well as place of articulation (alveolar or post-alveolar), The model for the laterals predicted F2 based on root backness and rounding. In Uzbek, since vowel harmony is almost entirely lost in Uzbek, preceding vowel backness and rounding were used instead of root backness and rounding to predict F2 of the lateral. In both Uyghur and Uzbek, the lateral of the plural suffix may attach to stems ending in a lateral, creating a derived geminate. In these cases, the geminate was treated as root-internal. In the plots below for root-internal and suffixal laterals, these tokens are grouped together with root-internal forms. Also, since in these derived geminates any transition from the root-internal to suffixal lateral is possible, the F2 at the midpoint of the entire geminate was measured for the analysis. Both the regression models for the sibilants and lateral included by-speaker random slopes for backness and rounding. In all cases below, statistical significance was assessed using model comparison. Specifically, to determine whether a given effect (or interaction) is significant, a chi-squared test was used to compare the full model with another model that is identical to the full model except the relevant effect is removed. By removing only the effect under consideration, this test assesses the contribution of the relevant effect.

### 3.4 Results

### 3.4.1 Sibilants

### 3.4.1.1 Kyrgyz

In Kyrgyz, backness, rounding, and place of articulation are all significant predictors of sibilant center of gravity. Back vowels $\left[\beta=-625, \chi^{2}(1)=26.69, p<.001\right]$ and round vowels $\left[\beta=-1000, \chi^{2}(1)=\right.$ $31.96, \mathrm{p}<.001$ ] both depress center of gravity, in line with predictions from previous work. Additionally, posterior sibilants exhibit significantly lower center of gravity $\left[\beta=-2257, \chi^{2}(1)=1102.9, p<.001\right]$. These
results, which are shown in Figure 3.4, are consistent with claims in Ní Chiosáin and Padgett (2001) and McCollum (2015), suggesting that sibilants in Kyrgyz exhibit alternations based on both backness and rounding. A slight difference based on backness and rounding is evident in the upper right panel, in $/ \mathrm{J} /$. Differences in rounding are also observable in the lower two panels, in /z/ and /ḑ/. In summary, Kyrgyz sibilants exhibit lower center of gravity after back vowels and round vowels, which supports the claim that the sibilants are produced with more posterior constrictions in back vowel contexts, and extended lip rounding throughout the consonant gesture. (see McCollum 2015 for some video evidence for Kazakh). The size of the rounding effect is $60 \%$ larger than the backness effect ( 1000 Hz vs. 625 Hz ), but both are still relatively small. The perceptibility of these alternations is discussed below.


Figure 3.4: Center of gravity in Hz by backness and rounding for the Kyrgyz sibilants (frication portions of the affricates $/ d /$ are grouped with $/ 3 /$ )

### 3.4.1.2 Kazakh

Kazakh sibilants are produced with significantly lower center of gravity in round vowel contexts $\left[\beta=-1778, \chi^{2}(1)=33.55, p<.001\right]$. In contrast, Kazakh sibilants exhibit no significant phonetic differences based on vowel backness $\left[\beta=-81, \chi^{2}(1)=0.80, p=.37\right]$. In other words, vowel rounding affects sibilant center of gravity but vowel backness does not. Additionally, more posterior sibilants (post-alveolar) are produced with significantly lower center of gravity $\left[\beta=-2858, \chi^{2}(1)=464.93, p<\right.$ $.001]$. These effects can be seen in Figure 3.5 below. All four combinations of [back] and [round] were produced with $/ \mathrm{s} /$, with both [+round] contexts producing significantly lower center of gravity. In contrast, backness has no effect on $/ \mathrm{s} /$. Like $/ \mathrm{s} /$, backness has no effect on the center of gravity of $/ \mathrm{z} /$ either. The low center of gravity for all $/ \mathrm{z} /$ tokens may derive from their rounding context. All tokens of $/ \mathrm{z} /$ occurred after round vowels, although this different is much larger than the difference between round and unrounded contexts for $/ \mathrm{s} /$. Finally, there are smaller differences between unrounded and round contexts for $/ 3 /$, but no difference by backness context.


Figure 3.5: Center of gravity in Hz by backness and rounding for the Kazakh sibilants

### 3.4.1.3 Uyghur

Sibilants in Uyghur are produced with significantly lower center of gravity in back vowel contexts $\left[\beta=-507, \chi^{2}(1)=20.73, p<.001\right]$ and significantly lower center of gravity in round vowel contexts $\left[\beta=-1258, \chi^{2}(1)=31.59, p<.001\right]$. The effect of vowel backness and rounding are consistent with findings in Kyrgyz detailed above. In addition, post-alveolar sibilants are produced with a significantly lower center of gravity than their alveolar counterparts $\left[\beta=-2275, \chi^{2}(1)=878.09, p<.001\right]$. These effects are shown in Figure 6. The voiceless alveolar sibilant exhibits the highest center of gravity. All other sibilants exhibit a much lower center of gravity, although the voiced alveolar sibilant was only produced in round vowel contexts, which may depress the center of gravity plotted for $/ \mathrm{z} /$ in Figure 3.6. The post-alveolar sibilants occurred with a greater range of [back] and [round] contexts. The voiceless post-alveolar sibilant shows lowered center of gravity following a round vowel, which is consistent with the statistical model. Before moving on, it is worth noting that the significance of backness and rounding on sibilant center of gravity in Uyghur may result from the uniquely high center of gravity of /s/ relative to the other sibilants under examination, as well as the fact that /s/ occurred only in [-back, -round] contexts. Future work utilizing a more balanced design should resolve this potential interpretation issue.


Figure 3.6: Center of gravity in Hz by backness and rounding for the Uyghur sibilants (frication portions of the affricates $/ \mathrm{f} /$ are grouped with $/ \mathrm{f} /$ )

### 3.4.1.4 Uzbek

Uzbek sibilants are marked by significantly lower center of gravity after round vowels $[\beta=-1101$, $\left.\chi^{2}(1)=17.85, p<.001\right]$, like the other three languages under study. Also, like Kazakh, the center of gravity of Uzbek sibilants is not significantly decreased by the backness of the preceding vowel $[\beta=-74$, $\left.\chi^{2}(1)=0.28, p=.59\right]$. These results, presented in Figure 3.7, suggest that lip rounding extends throughout the target vowel and the following sibilant. However, there is no evidence that tongue body backness differences in vowels persist into following sibilants. As for place of articulation, the center of gravity of the post-alveolar sibilants is, as expected, significantly lower than the center of gravity of alveolar sibilants $\left[\beta=-1864, \chi^{2}(1)=563.71, p<.001\right]$.


Figure 3.7: Center of gravity in Hz by backness and rounding for the Uzbek sibilants (frication portions of the affricates $/ \mathrm{f} /$ are grouped with $/ \mathrm{J} /$ )

### 3.4.2 Lateral

### 3.4.2.1 Kyrgyz

Recall from Section 3.4.1.1 above that the sibilants undergo phonetic alternations for backness and rounding in Kyrgyz. Like the sibilants, the lateral exhibits significant phonetic differences based on backness and rounding context. Specifically, the F2 of the lateral decreases in back vowel $[\beta=-1.59$, $\left.\chi^{2}(1)=59.25, \mathrm{p}<.001\right]$ and round vowel $\left[\beta=-0.25, \chi^{2}(1)=22.28, \mathrm{p}<.001\right]$ contexts. F 2 of the lateral within roots is presented in Figure 3.8, while F2 of the lateral in the plural suffix is shown in Figure 3.9. In both, back vowel contexts trigger a substantial drop in lateral F2 while round vowel contexts trigger a systematic, but smaller decrease in F2. These findings support an analysis whereby the lateral is produced with a more posterior lingual constriction around back vowels, and with lip rounding in round vowel contexts.


Figure 3.8: F2(z) at midpoint of the Kyrgyz lateral (root-internal) based on backness and rounding context


Figure 3.9: F2(z) at midpoint of the Kyrgyz lateral (plural suffix) based on backness and rounding context. No lateral-initial allomorphs of the plural suffix were produced in [-bk,+rd] contexts.

### 3.4.2.2 Kazakh

Although Kazakh sibilants undergo alternations only for [round], the lateral in Kazakh undergoes alternations for both [back] and [round]. Specifically, F2 of the lateral is significantly lower in back vowel $\left[\beta=-1.85, \chi^{2}(1)=31.57, p<.001\right]$ and round vowel $\left[\beta=-0.27, \chi^{2}(1)=13.65, p<.001\right]$ contexts. The Kazakh pattern of lateral alternations is evident in Figures 3.10-3.11, which show root-internal and suffixal variants of $/ 1 /$. Within roots, the lateral undergoes clear alternations for both backness and rounding. The magnitude of these differ a great deal, with back vowels triggering a large decrease in F2 while round vowels trigger a more modest reduction in F2. In the plural suffix though, no rounding alternations are evident. In fact, F2 of laterals after initial round vowels is slightly higher than F2 of unrounded vowels. This lack of [round] alternations in the plural suffix is explained by the restrictions on rounding harmony in the language. Rounding harmony in contemporary Kazakh does not typically target [-high] vowels (McCollum 2018). Since the lateral-initial allomorph of the plural was only produced after vowel-final roots (Gouskova 2004), and all vowel-final roots were [-high], no lateral-initial plural suffixes were immediately preceded by a round vowel. Thus, although the initial-syllable vowel was [+round] in words like /kørpie/ 'sleeping mat’ or /molda/ 'mullah', the second-syllable vowel, which immediately precedes the plural suffix, was never rounded.

In sum, the Kazakh lateral alternates for both [back] and [round], as manifested by the decreases in F2 for laterals after back vowels and round vowels. However, rounding alternations were evident only within roots due to the lexemes elicited and the restrictions on rounding harmony in the language. Unlike the sibilants, which alternate for [round] only, the lateral appears to vary according to both harmony patterns in Kazakh.


Figure 3.10: F2(z) at midpoint of the Kazakh lateral (root-internal) based on backness and rounding context.


Figure 3.11: F2(z) at midpoint of the Kazakh lateral (plural suffix) based on backness and rounding context. Since all plural suffixes occurred after a [-high] vowel and rounding harmony does not target [-high] vowels, no immediately preceding vowels were actually round.

### 3.4.2.3 Uyghur

The lateral in Uyghur is produced with significantly lower F2 in back vowel contexts [ $\beta=-1.11$, $\left.\chi^{2}(1)=42.69, \mathrm{p}<.001\right]$. This substantial decrease in lateral F2 is seen in Figures 3.12-3.13. This decrease in F2 is consistent both within roots and in the initial segment of the plural suffix. In the context of round vowels, the lateral is produced with significantly higher $\mathrm{F} 2\left[\beta=0.25, \chi^{2}(1)=11.47, \mathrm{p}<.001\right]$, which again is shown to be consistent in both roots and in the plural suffix. This increase is unexpected, since lip rounding, all else being equal, should lower F2. When one examines Figures 3.12 and 3.13 below, this difference in F2 in [round] contexts appears to be driven by the front rounded vowels. In back vowel words, the round vowels appear to demonstrate the same pattern seen in the other languages investigated, with round vowels triggering a slight lowering of F2. Within roots, lowering of F2 in the lateral appears
greater while differences between back round and back unrounded vowels are diminished in the plural suffix.


Figure 3.12: F2(z) at midpoint of the Uyghur lateral (root-internal) based on backness and rounding context

In sum, the lateral in Uyghur exhibits alternations for vowel backness. This alternation does not appear to be morphologically constrained, as it holds both within roots and across morpheme boundaries. Yet, the lateral does not appear to alternate for vowel rounding. In fact, F2 of the lateral is higher in round vowel contexts, although this effect appears to be driven by the front rounded vowels, with the lateral in back rounded contexts showing a pattern similar to Kyrgyz and Kazakh, though smaller in magnitude.


Figure 3.13: F2(z) at midpoint of the Uyghur lateral (plural suffix) based on backness and rounding context

### 3.4.2.4 Uzbek

In Uzbek, F2 of the lateral significantly varies according to both preceding vowel backness $\left[\beta=-0.73, \chi^{2}(1)=30.87, p<.001\right]$ and rounding $\left[\beta=-0.23, \chi^{2}(1)=10.86, p<.001\right]$. The lateral is realized with lower F2 after back vowels and round vowels, presumably due to a more posterior tongue body position in back vowel contexts and continued lip rounding in round vowel contexts. Two patterns are observable in Figures 14-15, which show F2 of root-internal and suffixal laterals. Within roots, the lateral alternates for both backness and rounding, as in Figure 3.14. However, the lateral of the plural suffix ([-lar]) exhibits much smaller phonetic differences based on backness and rounding, seen in Figure 3.15. A second regression model was run to assess the significance of suffixal lateral alternations. Results indicate that vowel backness has a significant effect on F2 of the lateral of the plural suffix [ $\beta=-0.28$, $\left.\chi^{2}(1)=10.86, p<.001\right]$, although rounding does not $\left[\beta=-0.01, \chi^{2}(1)=0.04, p=.84\right]$.


Figure 3.14: F2(z) at midpoint of the Uzbek lateral (root-internal) based on backness and rounding context.


Figure 3.15: F2(z) at midpoint of the Uzbek lateral (plural suffix) based on backness and rounding context. Since backness and rounding harmony are almost non-existent, preceding vowel backness and rounding were used to determine context.

To summarize, the lateral in Uzbek alternates based on preceding vowel backness and rounding. In suffixes, though, this alternation is smaller, being significant only for vowel backness. These findings are interesting because they suggest that at least some consonants exhibit low-level alternations for vowel backness and rounding despite the fact that vowel harmony is not active in the contemporary language. Nonetheless, the lateral exhibits a pattern of vowel quality-dependence similar to those found in neighboring languages with robust harmony patterns.

### 3.4.3 Summary

In Kyrgyz, both the sibilants and the lateral display significant phonetic differences for [back] and [round]. In Kazakh, the lateral exhibits significant alternations for both features, while the sibilants exhibit a significant alternation for [round] only. In Uyghur, the sibilants alternate for [round] and [back] while the lateral alternates only for [back]. Finally, in Uzbek, the lateral alternates for both features, but the sibilants alternate for [round] only, similar to Kazakh. In general, all sibilants show alternations for [round], while only Kyrgyz and Uyghur sibilants show an alternation for [back]. In contrast, in all four languages the lateral alternates for [back]. In every language except Uyghur, the lateral also displays significant systematic differences for [round]. Results are summarized in Table 3.4.

Table 3.4: Summary of significant consonant alternations across the four languages

|  | Context | Language |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Kyrgyz | Kazakh | Uyghur | Uzbek |
|  | [back] | $\checkmark$ |  | $\checkmark$ |  |
|  | [round] | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Lateral | [back] | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
|  | [round] | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |

One question yet to be addressed is the perceptual significance of these differences. Ghosh et al. (2010) reports a wide range of just noticeable differences (JNDs) across speakers in a task discriminating between $/ \mathrm{s} /$ and $/ \mathrm{S} /$. Their reported JNDs range from around 300 Hz for some speakers to over 1000 Hz for others. Generally, the participants in Ghosh et al (2010) were able to distinguish between voiceless sibilants differing in a center of gravity of approximately $600-700 \mathrm{~Hz}$. Comparing Ghosh et al's (2010) finding with the mean differences from the statistical model, which are reported in Table 3.5, most of the differences among the sibilant may be perceivable, although the Uyghur and Kyrgyz differences for [back] ( 507 Hz and 625 Hz ) are less likely to be noticeable than the other differences.

Table 3.5: Mean significant center of gravity differences $(\mathrm{Hz})$ for the sibilants based on vowel context

|  | Context | Language |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Kyrgyz | Kazakh | Uyghur | Uzbek |
| Mean significant <br> difference (Hz) | $[$ back | 625 |  | 507 |  |
|  | [round] | 1000 | 1778 | 1258 | 1101 |

Although the perception of the alveolar versus the velarized lateral is not well known, the magnitude of the differences in the lateral based on [back] and [round] context is shown below in Table 3.6. Note that $z$-score values are language-specific, but the similarities of the vowel inventories between these languages makes tentative comparison possible. Of the four languages, Kyrgyz and Kazakh exhibit the largest difference in lateral F2 for backness, with smaller differences for Uyghur and Uzbek. Differences in lateral F2 after round vowels are relatively consistent across languages, and as expected, are much smaller than backness differences.

Table 3.6: Mean significant differences in F2 (z) at lateral midpoint based on vowel context

|  | Context | Language |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Kyrgyz | Kazakh | Uyghur | Uzbek |
| Mean significant <br> difference (z) | $[$ back | 1.59 | 1.85 | 1.11 | 0.73 |
|  | [round | 0.25 | 0.27 |  | 0.23 |

### 3.5 Discussion and analysis

Returning to the predictions of the three analyses, it is clear that some of the consonants examined do not alternate for both harmony patterns in Turkic. That being said, the Kyrgyz pattern of consonant alternations most clearly exemplifies what strictly local harmony should look like. Based on the findings above, sibilants and the lateral exhibit phonetic differences consistent with both backness and rounding harmony, suggesting that tongue body backing and lip rounding extend throughout intervening consonants. The other three languages each exhibit three significant alternations. Kazakh and Uzbek lack only a [back] alternation for the sibilants, and Uyghur lacks only a [round] alternation for the lateral. The fact that Uzbek exhibits comparable alternations to the other languages is somewhat surprising given that vowel harmony no longer robustly operates in the language.

Results suggest that vowel harmony is not local in the strict sense, since some consonants fail to alternate for harmony in three of the four languages. If phonology dictates phonetic content, as in the strictly local analysis, one must explain why some consonants fail to alternate. Ní Chiosáin \& Padgett (2001:119) presents strict locality as a stipulative constraint on human grammar. Effectively, they claim that phonology exerts authoritarian force over phonetics in spreading. They write:

We assume that locality holds strictly in two senses of "strict." First, spreading respects segmental adjacency, as proposed by the references above. An essential result of this view is that segments are either blockers or participants in spreading; there is no transparency or skipping. Second, segmentally strict locality is inviolable; in Optimality Theoretic term, Gen does not produce structures in which segments are skipped in a spreading domain.

If segmental locality is inviolable, as they claim, phonological computation cannot be affected by the segment-specific articulatory or auditory properties of segments that undergo harmony. These phonetic facts must be overcome by harmony, or else the possibility for skipped segments re-emerges. In their proposal, harmony must dictate the realization of intervening consonants, even if there are phonetic forces that militate against the realization of the harmonic feature on a given consonant. As noted above, this predicts that the sibilants and the lateral will undergo phonetic alternations consistent with harmony. Yet, in three of the four languages examined, some segment fails to undergo for at least one harmony pattern.

At the same time, the fact that so many do alternate for harmony is problematic for the transconsonantal locality approach. Under the trans-consonantal locality analysis, the phonological and phonetic modules of the grammar both trigger backness and rounding alternations, one via harmony and the other via coarticulation, which poses a duplication problem. The violable strict locality account offers an explanation for why the sibilants in Kazakh fail to undergo harmony, namely their class-specific articulatory properties, which militate against syntagmatic effects on the place of constriction in the oral cavity. Under this account, phonology neither dominates phonetics nor are the two completely independent.

Consider why the sibilants and lateral typically alternate in accordance with adjacent vowels. If the phonological and phonetic modules are completely independent, there is no reason to presume that they would. One might expect some language's phonology to make all vowels [+back] within a given word while that same language's phonetics may have reason to compel consonants in that word toward more anterior gestural configurations. Or perhaps more realistically, one might expect no obvious differences in consonantal articulation or acoustics if vowel harmony and the phonetics of intervening consonants are not tied together somehow. Yet, it is clear that phonology and phonetics are tied together in many ways (see Kingston 2007 for discussion). If for no other reason, coarticulatory pressures should
compel intervening consonants to become more like the phonologically-dictated [back] vowels that flank them.

If one establishes that phonology and phonetics are not wholly independent, two questions arise. First, how related are they? Some have argued that they are so related that they are indistinguishable (e.g. Pierrehumbert 1994; Pierrehumbert et al. 2000). This is a difficult question to answer, although subsequent chapters take up the topic of the phonology-phonetics interface, arguing for a distinction between the two, and discussing some diagnostics for classifying sound patterns as either phonological or phonetic. In addition to the extent of their relationship, the second question that arises relates to the nature of their relationship. How do phonology and phonetics relate to each other? Early proposals argued that phonetics implements phonological commands, translating abstract phonological symbols into space and time (see Cohn 2006; Kingston 2007 for discussion). As Kingston (2007) notes, even in simple cases, phonetic and phonological forces may compete and conflict, yielding outputs that are tenuous resolutions of both phonological and phonetic concerns. This conception of phonology and phonetics, which is consistent with the violable strict locality account, offers an intermediate way forward for the analysis of (non-)alternating consonants in these languages.

To formalize violable strict locality is simply to define a set of harmony-driving constraints that is able to both force consonantal alternations and ignore consonants. To this end, I propose a version of AGREE (36; Lombardi 1999; Baković 2000), that imposes strict segmental locality, as advocated by Gafos (1999) and Ní Chiosáin \& Padgett (2001), among others. This strictly local harmony driver works in tandem with a second AGREE constraint that compels vowels to agree in backness, (37).
(36) AgREE-CV-[BK]:
(37) AgREE-VV-[BK]: assign a violation to every syllable-adjacent pair of vowels that do not agree for the feature [back]

This first constraint assumes that all segments have a possible [+back] or [-back] variant. For some sounds this is easily represented, e.g. [1] vs. [ [1], but for most consonants I employ the advanced and retracted IPA diacritics (combining subscript + indicates advanced; combining subscript - indicates retracted) to mark the relative backness of the consonant. I illustrate the claim below with several tableaux. In (38), strict locality, as in Kyrgyz is demonstrated. Underlyingly, the only [+back] segment in the word is the initial-syllable vowel. If we assume a set of positional faithfulness constraints that privilege the initial-syllable vowel over other segments, then due to the ranking of the two AGREE constraints over the relevant faithfulness and markedness constraints, /a/drives harmony, forcing all other segments to be produced with a more posterior gesture. In (38a), the faithful output incurs a violation of AGREE-VV because the two vowels do not agree in backness. Additionally, (38a) incurs two violations of AGREE-CV because the two segments in the substrings [ba] and [al] disagree in backness. In (38b), the vowels disagree for backness, incurring a fatal violation of AGREE-VV. However, in this output candidate, the vowel triggers assimilation of $/ \mathbf{b} /$ to $[\underline{b}]$ and $/ 1 /$ to $[\mathfrak{l}]$. As a result, only one bigram disagrees in backness, [ $\mathrm{l} \mathbf{d}]$ ], so Agree-CV is violated only once. The third candidate, (38c), satisfies Agree-VV by mapping input/e/ to [a], but critically violates Agree-CV by failing to map /ḍ/ to [d]. Harmony thus skips transparent [ $\underset{d}{ }]$ in (38c), incurring two violations of AGREE-CV, one for the bigram [ $\mathrm{l} \underset{\mathrm{d}}{ }]$ and one for [ḍa]. The winning candidate (38d) satisfies both Agree-VV and Agree-CV by outputting all segments in conformity to the backness of the initial-syllable vowel.


The addition of a specific markedness constraint banning alternations on a given segment can build on the ranking instantiated above to produce a pattern like that in Kazakh. In Kazakh, results above indicate that the sibilants do not alternate for backness harmony. This finding makes sense given several findings from previous work on sibilants, specifically findings in Recasens (1985) and Tabain (2001). Since sibilants are resistant to coarticulatory forces, they should also be resistant to harmonic alternations, whether these alternations be construed as the production of a phonological rule targeting the sibilant or as coarticulation from flanking vowels. To formalize this phonetic insight, I introduce a constraint against backness alternations for the sibilants *S/S, in (39). Note that this constraint penalizes both fronted and backed sibilants. I have no reason at present to stipulate that the sibilants are produced with an intrinsically fronted or backed articulatory configuration. Instead, I simply assume that the sibilants are produced with gestures orthogonal to backness harmony. To emphasize this point, this constraint treats a third, harmony-neutral articulatory configuration as least marked. This may be incorrect, and future work may demonstrate that sibilants are by default produced with gestural coordination that matches some value of the harmonic feature, but for the present I will assume that the specific articulatory configuration for the sibilants is determined independent of harmony.
(39) * $\mathbf{S} / \mathbf{T} \quad$ assign a violation to every sibilant that is produced with either phonetic fronting (S) or backing (ST).

If *S/S outranks the strictly local AGREE-CV constraint, then the transparency of the Kazakh sibilants to backness harmony receives an analysis, shown below in (40). Candidates (40a-c) all incur a crucial violation of AGREE-VV due to the failure of harmony on underlying/ie/. Candidate (40d) exhibits strictly local harmony, triggering harmony on both $/ \mathrm{s} /$ and all other segments to force them to agree with initialsyllable $/ \mathrm{a} /$. Candidate (40e) is optimal under this ranking because it assimilates the second-syllable vowel and all consonants except the sibilant to the backness of the initial-syllable vowel. Under this
analysis, the sibilants are neither specified for a fronted or backed articulation, highlighting the fact that their articulatory configuration is completely orthogonal to harmony.

|  |  | /bas-ție/ | Agree-VV-[BK] | *S/S | Agree-CV-[BK] | Id-IO[BK] | *[+BACK] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | a. | b̦asție | *! |  | *** |  | * |
|  | b. | basție | *! |  | * |  |  |
|  | c. | bastie | *! | * | * | *** | **** |
|  | d. | basta |  | *! |  | **** | ***** |
| - | e. | basta |  |  | ** | *** | **** |

Under this account of locality, AGREE-CV attempts to dictate the realization of every segment in the word, consistent with the conceptions of strict locality developed in the literature. The fact that this constraint is violable introduces the possibility that other factors override local harmony. In the case just illustrated in (40), the sibilant's inherent resistance to coarticulation is encoded in the phonology as a markedness constraints against its alternation. Note the importance of AGREE-VV for an adequate account of vowel-consonant interactions. If AGREE-VV is removed from the constraint set, then the specific markedness constraint $* \mathbf{S} / \mathbf{S}$ will block harmony on the locative suffix above due to the markedness of [+back] segments. As described at length in Bakovic (2000), AGREE constraints always favor blocking over transparency. Thus, AGREE-VV is necessary to generate transparency across the nonparticipating sibilant.

One may also wonder if the specific markedness constraint above, ${ }^{*}$ S/T, is truly phonological or phonetic. Given that the space of OT constraints is constrained (at least partially) by the space of potential phonetic effects, then there is no obvious answer to this. If harmony is the phonologization of vowel-to-vowel coarticulation (Öhman 1966) or misperception (Ohala 1994), then the same phonetic forces driving coarticulation are present in the form of phonological constraints. Thus, there is clear evidence that phonetic modulation of the sibilants is dispreferred. I suggest that this dispreference, like
the active preference for adjacent vowels to be similar, can be encoded in the phonological grammar as a markedness constraint.

The analysis developed here is similar in several ways to the gestural theory developed in Smith (2018). Smith formalizes harmony in terms of gestural representations rather than harmony-driving markedness constraints, but similarly contends that harmony is strictly local. Smith's analysis, like mine, is more nuanced than previous analyses because she allows transparency on a restricted scale, while authors like Gafos (1999) do not. In her theory, segments that are produced with gestures intrinsically antagonistic to harmony mask the propagation of the harmonic feature. Thus, segments like the sibilants balance participation in harmony with maintaining their gestural specification via Task Dynamics (Saltzman \& Munhall 1989), producing a gestural blend. In these cases, a gestural blend might be equivalent to the low-level phonetic effects reported in Benus \& Gafos (2007). In their work on transparent vowels in Hungarian, the transparent vowels are never backed like a [+back] vowel, but exhibit small articulatory and acoustic differences that Benus \& Gafos (2007) use to argue that harmony obeys locality. It is possible that a gestural blend between a sibilant and [+back] vowel may differ somewhat from the blend between a sibilant and a [-back] vowel. If so, Smith's account appears to predict low-level phonetic alternations in these cases. The results from this chapter do not support this interpretation, at least for the sibilants and backness harmony in Turkic. The sibilants don't appear to alternate at all (except in Kyrgyz), precluding the need for conflict resolution via gestural blending. Also, Smith's account is reminiscent of early generative accounts, like Vago (1973, 1976), wherein transparent segments undergo harmony at one level of representation, only to be subject to a later rule returning them to their original feature value. Smith's analysis accounts for both strictly local spreading and transparency from the interplay between gestural spreading and antagonistic gestures, which is similar to rule-ordering analyses like Vago (1973, 1976). Like in a rule-ordering analysis, Smith upholds that harmony affects the transparent segment even though the segment in question does not surface in accordance with harmony.

Unlike Smith (2018), I use two AGREE constraints to model limited transparency in harmony. I assume that the general AGREE-VV constraint is necessary to account for languages with real transvocalic transparency (see Dye 2015), and AGREE-CV is necessary to account for strictly local harmony. Since transparency is reported to exist, the two constraints cannot be conflated, and their mutual existence entails that they may cooperate when ranked appropriately, as in the sample tableau above for Kazakh. Within OT, other constraints can model the same behavior, like Finley's (2008) definition of SPREAD or McCarthy's (2004) headed spans. Each of these constraints come with their own drawbacks and seemingly pathological predictions. My aim is thus not to adjudicate between the various constraints available in the literature, but to argue that strict locality can be reasonably accounted for if we remove Ní Chiosáin \& Padgett's (2001) stipulation on Gen, and formalize strict locality the same way that many other forms of locality are encoded in OT, as a constraint.

### 3.6 Conclusion

This chapter has examined the claim that harmony in Turkic is strictly local, affecting all segments within the harmonic domain. Findings from an acoustic study indicate that the sibilants vary according to [round] context in all four languages but are, except in Kyrgyz, invariant for [back]. As for the lateral, findings suggest that the lateral generally alternates for both [back] and [round] in each language. Results also support the common view of harmony across these languages, with harmony being the strictest in Kyrgyz, only phonetic in Uzbek, with Kazakh and Uyghur somewhere in between. As it relates to locality, this chapter supports a violable conception of strictly local spreading, deriving both strictly local and transparent patterns from constraint ranking rather than a stipulation on the grammar.

This chapter as well as the previous chapter have dealt with locality and transparency in Turkic, marshalling experimental data to inform the analysis of harmony in Uyghur, and the effects of harmony
on intervening consonants in Kyrgyz, Kazakh, Uyghur, and Uzbek. At this point, the dissertation pivots from investigating locality to examine gradience in these languages, developing a larger analysis of gradience in vowel harmony that extends beyond Central Asian Turkic.

Chapter 4: Gradience in backness harmony: A production study

The previous two chapters focused on locality issues in harmony, but this chapters shifts to examine a different theoretical topic, gradience. In fact, the rest of the dissertation continues the investigation of gradience, moving from acoustic data in this chapter, to perceptual data in Chapter 5, the formal analysis in Chapter 6, and finally to a larger discussion of gradience in Chapter 7.

### 4.1 Background

In Structuralist and early Generative work, all grammatical knowledge was assumed to be categorical and discrete (e.g. Bloomfield 1933; Chomsky \& Halle 1968). As a result, phonetics, being inherently gradient, was regarded as extra-grammatical, as reflected in de Saussure's distinction between speech [parole], which has no linguistic significance, and language [langue], the purview of linguistic theory, which includes phonology, syntax, and semantics. The core tenets of this view are evident in de Saussure's (1993) lectures - phonology is part of linguistic competence while phonetics is not, being constrained by physiology only. "The physiology of speech sounds [sons de la parole] is not part of linguistics" (53), and "The speech part [parole] of language has no essential connexions with the language [langue] part (73)." Further, de Saussure (1993:72) likens language to Morse code. Language is the code, while phonetics is the trivial collection of electrical components used to express the code. "Phonation might appear to command an important place among the phenomena of language; appears as inessential as the various pieces of electrical apparatus which may be used to transmit signs of the Morse alphabet."

A very similar view of phonetics is espoused by Chomsky \& Halle (1968). They write, "Given the surface structure of a sentence, the phonological rules of the language interact with certain universal phonetic constraints to derive all grammatically determined facts about the production and perception of
this sentence" (293; emphasis mine). Chomsky \& Halle notes the multitudinous possible pronunciations of a given word or sentence, suggesting that this does not form a meaningful level of representation for the linguist. Instead, the linguistic surface representation is an abstraction from the detailed phonetics, which was the mainstream view in phonological theory for decades (see Pierrehumbert 1994; Kirchner 1997 for critiques). Chomsky \& Halle (1968) further justify this abstraction by noting the analyst's inability to adequately transcribe all the phonetic variation encountered in language, "In addition, phonetic transcriptions omit properties of the signal that are supplied by universal rules. These properties include, for example, the different articulatory gestures and various coarticulation effects- the transition between a vowel and an adjacent consonant, the adjustments in the vocal tract shape made in anticipation of subsequent motions, etc" (295, emphasis mine). They suggest that, among other phonetic forces, coarticulation should exhibit universal tendencies constrained by physics and be completely independent of language-specific phonological rules.

However, while Chomsky \& Halle advocated for abstract sound representations, a body of phonetics research has discovered that phonetic patterns, in particular coarticulatory patterns, are language-specific. Therefore, phonetic patterns cannot be universal, and must form part of a speaker's knowledge of their language (e.g. Öhman 1966; Purcell 1979; Manuel \& Krakow 1984; Keating 1985a; Maddieson \& Emmorey 1985). As an example, Cohn (1993) finds that nasal consonants trigger gradient nasalization on a preceding vowel in English, but only minimally affect a preceding vowel in French (for similar patterns of nasal coarticulation, see Butcher 1999; Stoakes et al. 1999). If gradient phonetic patterns are not universal, but exhibit the same kind of language-specificity found in phonological patterns, gradient phonetics must be part of the linguistic grammar, and not simply a peripheral component of language. In addition to supporting the grammatical status of phonetics, such findings also suggest that all grammatical knowledge is not, by definition, categorical because phonetic patterns are gradient.

Irrespective of the ontological status of grammatical knowledge, the prevailing assumption is that phonological knowledge is categorical. If this is assumed, then gradient patterns are, by default, not phonological. In this way, gradience is typically used to differentiate phonetic from phonological patterns, in effect, further entrenching the assumed categoricality of phonology (e.g. Cohn 1993, 2006; Zsiga 1997). To be clear, I am not using the term to refer to optionality. Instead, I use the term gradience to refer to degrees of phonetic effect, sometimes called subphonemic effects. The commonly held view is that phonological patterns involve substitution of abstract symbols, producing outputs that are indistinguishable from their non-derived counterparts. In contrast, phonetics involves the translation of phonological abstractions into continuous space and time.

Gradience as the primary diagnostic of phonetic versus phonological status has encountered one recurrent challenge, incomplete neutralization. In many cases, putatively phonological patterns, like word-final devoicing, have been shown to exhibit subphonemic gradience. In other words, these patterns produce sounds that are not acoustically or articulatorily identical to their non-derived counterparts (e.g. Port \& O'Dell 1985; Warner et al. 2004; Ernestus 2011; Braver 2013). One interesting generalization concerning attested cases of incomplete neutralization is that they have all, at some time or another, been analyzed as post-lexical. Within Lexical Phonology (Mohanan 1982; Kiparsky 1985), the core of phonology is categorical and structure-preserving. Post-lexical phonology, on the other hand, is not constrained by Structure Preservation. As a result, post-lexical phonology may be gradient, a point discussed in Liberman \& Pierrehumbert (1984) and Kiparsky (1985). Thus, in the traditional Generative view, gradience is confined to phonetics, or in Lexical Phonology, phonetics and post-lexical phonology. Under both views, though, the categoricality of morphophonology is preserved. If all attested cases of subphonemic gradience are either post-lexical or phonetic, the question is thus, may morphophonological patterns be gradient? To date, the answer has been no. Cohn (2006:36) states the issue thusly:
"Morphophonemic alternations are at the very core of what most phonologists think of as phonology ... If these sorts of cases are shown to involve gradience, this would strike at the core of our understanding of
the phonology, since these are the least disputable candidates for 'being phonology.'" Work like Zsiga $(1995,1997)$ demonstrates key differences between phonetic and phonological patterns from phonetic data. Although it can be challenging to distinguish the phonetic from the phonological from surface phonetics alone, previous work offers a range of diagnostics for evaluating whether a given pattern falls out from phonological or phonetic forces (e.g. Cohn 1993). With diagnostics from previous literature, discovering that phonology is gradient entails finding gradience in surface phonetic forms that is not derivable from known phonetic forces. If surface gradience is inconsistent with well-described phonetic forces like coarticulation or reduction, then the source of gradience may plausibly be phonological.

In this chapter, I examine acoustic data from vowel harmony in three languages, showing that Kazakh and Uyghur vowels are asymmetrically fronted in non-initial syllables in a manner not derivable from known phonetic forces of reduction or interpolation across unspecified segments. This contrasts with results from Kyrgyz and Uzbek, where vowels exhibit relatively symmetrical centralization, which is derivable from phonetic reduction. Building from these results, as well as evidence from elsewhere in the phonologies of these languages, I contend that phonology is not ontologically categorical, but may exhibit both categoricality and gradience. For background on vowel harmony in these languages, consult Chapter 1.

### 4.2 Methods

### 4.2.1 Participants

Participants were recruited from existing relationship networks in each of the field sites:
Taldykorgan and Chunja, Kazakhstan; and Bishkek and Osh, Kyrgyzstan. In Taldykorgan, nine Kazakh speakers (seven females, mean age: 33.4 years, range: 19-49 years), and in Chunja, nine Uyghur speakers (five females, mean age: 44.4 years, range: 19-63 years) participated in the study. In Bishkek, thirteen Kyrgyz speakers (eleven females, mean age: 35.0 years, range: 18-57 years), and in Osh, nine Uzbek
speakers (four females, mean age: 28.8 years, range:19-45 years) participated in the study. All participants reported native fluency in the target language. Many participants reported additional fluency in at least one neighboring Turkic language, as well as Russian.

### 4.2.2 Stimuli

The elicited data set derives from a word list composed of monosyllabic and disyllabic roots exhibiting all (short) vowel phonemes in each language. All monosyllabic roots ended in a sibilant or a liquid (e.g. Kyrgyz /baf/ 'head' and /bal/ 'honey'). Disyllabic stimuli were composed of two vowels that agree in height (e.g. Kyrgyz /balta/ 'axe’ and /urum/ 'superstition'; Kazakh /molda/ 'mullah'; Uyghur /tøfærk/ 'sleeping mat'). See Table 4.2 for the full list of stimuli.

Each lexical item was prompted in thirteen different grammatical contexts, which are illustrated in Table 4.1 below for the Kyrgyz root /baf/ 'head'. With monosyllabic roots, this created words of up to three syllables in length, and for disyllabic roots, words of up to four syllables in length. As part of the investigation of locality in Uyghur (see Chapter 2), words of up to five syllables in length were elicited by adding the POSS.3S suffix to plural forms (e.g. /sællæ-lær-i-dæ/ 'turban-PL-POSS.3S-LOC').

Table 4.1: Grammatical prompts for the Kyrgyz root /baf/ 'head'

| Singular |  |  | Plural |
| :--- | :--- | :--- | :--- |
| Word | Gloss | Word | Gloss |
| baf | NOM | baf-tar | (NOM) PL |
| baf-ta | LOC | baf-tar-da | PL-LOC |
| baf-tan | ABL | baf-tar-dan | PL-ABL |
| baf-tua | ACC | baf-tar-duu | PL-ACC |
| baf-u | POSS.3S |  |  |
| baf-um | POSS.1S |  |  |
| baf-uu-nu | POSS.3S-ACC |  |  |
| baf-um-da | POSS.1S-LOC |  |  |
| baf-um-duu | POSS.1S-ACC |  |  |

In Kyrgyz, both backness and rounding harmony operate throughout the word, so all eight phonemic vowels occurred in all four syllables elicited (Hebert \& Poppe 1963; Kirchner 1998b). In the other languages, though, the distribution of the round vowels is more restricted. In all three languages, the mid round vowels, /o $\varnothing /$, occurred in initial syllables only. Also, in Uzbek, Kazakh, and Uyghur, the high round vowels occurred less frequently and with reduced lip rounding in non-initial syllables (Balakayev 1962; Ibrohimov 1967; Hahn 1991; Kirchner 1998a; McCollum 2018).

Table 4.2: Stimulus lexemes for all four languages

| Root type | Gloss | Kyrgyz | Uzbek | Kazakh | Uyghur | Vowel |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Monosyllabic | head | baj | baj ~ bof | bas | bas | a |
|  | honey | bal | bal $\sim$ asal | bal | bal |  |
|  | friend | dos | dos | dos |  | 00 |
|  | road | djol | jol | 301 | jol |  |
|  | winter | quif | qif | quif | qif | u i |
|  | year | djul | jil | 3ul | jil ~ juil |  |
|  | ice | muz | muz | muz | muz | u 0 |
|  | slave | qul | qul | qul | qul |  |
|  | memory | es | es | ies | æs | $\mathfrak{x}$ e ie |
|  | waist, lower back | bel | bel | biel | bæl |  |
|  | eye | køz ~ gøz | køz ~ gøz | køz | køz | $\varnothing$ |
|  | lake | køl ~ gøz | køl ~ gøz | køl | køl |  |
|  | tooth | tif | tif $\sim$ tfi $\int$ | tis | tif | i I |
|  | elephant | pil | fil | pil | puil $\sim$ pil |  |
|  | dream | ty $\int$ | tys | tys | tys | y Y |
|  | flower | gyl | gyl | gxl | gyl |  |
|  | bet |  |  | bæs |  | $\mathfrak{}$ |
|  | nutrition |  |  | nær |  |  |
| Disyllabic | axe | balta | bolta | balta | palta | a |
|  | curtain | parda ~ pardo | parda | pierdie | parda |  |
|  | mother |  |  |  | apa / ana |  |
|  | frog |  |  |  | paqa |  |
|  | turban |  |  |  | talma |  |
|  | mullah | moldo | moldo | molda | molda | o |
|  | persimmon |  |  |  | $\chi$ оrma |  |
|  | superstition | urum | irim | urum |  | u |
|  | paste |  |  |  | fuilum |  |
|  | soot |  | qurum | qurum | qurum | u |
|  | turban | selde $\sim$ selle |  | sældie | sællæ | e æ |
|  | a type of old gun | kelte |  |  |  |  |
|  | sleeping mat | kørpø | kørpa | kørpie | kørpæ | $\varnothing$ |
|  | bed | tøføk | tøfak |  | tøfæk |  |
|  | science | ilim | ilim | Ilmm | ilim | i |
|  | grape | d ${ }^{\text {dyzym }}$ | jyzym | 3yzym | yzym ~ y ${ }^{\text {y }}$ ¢m | y |

The allomorphs of the suffixes elicited are shown below in Table 3 for all four languages. Due to the robustness of rounding harmony in Kyrgyz, Kyrgyz exhibits the largest number of allomorphs of each suffix, while Uzbek typically exhibits the least. Note several differences between Uyghur and the other three languages that will be relevant throughout. First, the plural suffix in Uyghur may undergo raising, which results in a six-way alternation for backness and rounding. Second, the ablative suffix in Uyghur is realized with a high vowel, unlike the other languages, in which the ablative is always non-high. This difference in vowel height results in a four-way alternation for vowel backness and rounding, like for the other underlyingly high vowel suffixes

Table 4.3: Elicited suffix allomorphs

|  | Kyrgyz | Uzbek | Kazakh | Uyghur |
| :---: | :---: | :---: | :---: | :---: |
| PL | -lar~lor~ler~1ør, -dar $\sim \operatorname{dor} \sim \operatorname{der} \sim \mathrm{d} \varnothing$, -tar $\sim$ tor $\sim \operatorname{ter} \sim t ø r$ | -lar | -lar~lier, -dar~dier, -tar~tier | -lar~lær, plus raised variants (-lur $\sim$ lur $\sim$ lir $\sim$ lyr) |
| LOC | $\begin{aligned} & \hline \text {-da } \sim \text { do } \sim \text { de } \sim \text { d } \varnothing, \\ & \text {-ta } \sim \text { to } \sim \text { te } \sim \text { t } \end{aligned}$ | $\begin{aligned} & -\mathrm{da}, \\ & -\mathrm{ta} \end{aligned}$ | -da~die <br> -ta~tie | $\begin{aligned} & \text {-da } \sim d æ \\ & -\mathrm{ta} \sim t æ \end{aligned}$ |
| ABL | -dan $\sim$ don $\sim$ den $\sim$ døn, -tan $\sim$ ton $\sim \operatorname{ten} \sim$ tøn | $\begin{aligned} & \hline \text {-dan, } \\ & \text {-tan } \end{aligned}$ | -dan~dien, -tan~tien | -duun $\sim$ dun $\sim$ din $\sim d y n$, -tumn $\sim$ tun $\sim$ tin $\sim$ tyn |
| ACC | -nu $\sim$ nu $\sim$ ni $\sim n y$, -du $\sim d u \sim d i \sim d y$, -tu~tu~ti~ty | -nu | $\begin{aligned} & \text {-nuw nu } \sim \text { ni ny }, \\ & \text {-du } \sim d u \sim d i \sim d y, \\ & \text {-tu } \sim \text { tu } \sim \text { ti } \sim t y \\ & \text {-n } \end{aligned}$ | -ni |
| POSS. 3 | $\begin{aligned} & \hline-\mathrm{u} \sim \mathrm{u} \sim \mathrm{i} \sim \mathrm{y}, \\ & \text {-su } \sim \mathrm{su} \sim \mathrm{si} \sim \mathrm{sy} \end{aligned}$ | $\begin{aligned} & \hline-\mathrm{w}, \\ & -\mathrm{sw} \end{aligned}$ | $\begin{aligned} & \hline-\mathrm{u} \sim \mathrm{u} \sim \mathrm{i} \sim \mathrm{y}, \\ & \text {-su } \sim \mathrm{su} \sim \mathrm{si} \sim \mathrm{sy} \end{aligned}$ | $\begin{aligned} & \hline-\mathrm{u} \sim \mathrm{u} \sim \mathrm{i} \sim \mathrm{y}, \\ & \text {-su } \sim \mathrm{su} \sim \mathrm{si} \sim \mathrm{sy} \end{aligned}$ |
| POSS.1S | $\begin{aligned} & \text {-um } \sim u m \sim i m \sim y m, \\ & -m \end{aligned}$ | $\begin{aligned} & \text {-um } \sim u m \sim i m \sim y m, \\ & -m \end{aligned}$ | $\begin{aligned} & -\mathrm{u} \sim \mathrm{u} \sim \mathrm{i} \sim \mathrm{y}, \\ & -\mathrm{m} \end{aligned}$ | $\begin{aligned} & \text {-um } \sim u m \sim i m \sim y m, \\ & -m \end{aligned}$ |

Uzbek differs from the other three languages in its lack of backness harmony, as evident in the lack of backness alternations above in Table 4.3. Although its genetic predecessor, Chagatai, had productive backness harmony, the standard variety of Uzbek no longer exhibits harmony (Bodrogligeti 2001;

Eckmann 2017; Sjoberg 1963; Tursunov et al. 1992). Non-standard varieties of the language exhibit
backness and rounding harmony to varying degrees (Ibrohimov 1967; Razhabov 1996), but the Osh dialect recorded during fieldwork displayed only lexeme-specific rounding harmony with no backness harmony. For the present study, Uzbek speakers serve as a control group with which to compare results from the other three languages, as well as the general validity of the methods employed.

### 4.2.3 Task

Each session was divided into training and recording phases. During the training phase, participants were taught a small set of pictorial-grammatical correspondences involving number, case, and possession. This phase typically lasted less than 5 minutes. After participants completed the training, the recording phase began. Throughout each session, participants were presented images on a laptop computer screen that prompted both a lexical item paired with at least one suffix from the training phase. Example prompts for the target Kyrgyz words /balta-da/ 'axe-LOC' and /balta-lar-da/ 'axe-PL-LOC' are shown in Figure 4.1. All target words were prompted individually, and the order of prompts was randomized. When speakers were unable to guess the target word from the prompt, they were given either the equivalent Russian word or a paraphrase in the target language. Sessions were conducted in a quiet room. Participants wore a Shure-SM10A unidirectional head-mounted microphone, and all data were recorded to a Marantz PMD 661 MKII digital recorder at a sampling rate of 44.1 kHz . Each session lasted between 45 and 90 minutes.


Figure 4.1: Example prompts for the target words /balta-da/ 'axe-LOC' and /balta-lar-da/ 'axe-PL-LOC.' The axe indicates the target root, with the number of axes indicating grammatical number. The downward arrow indicates locative case.

### 4.2.4 Measurement and statistical analysis

All sound files were segmented in Praat (Boersma \& Weenink 2015) . The beginning and end of each vowel was set to the onset and offset of the second formant. In cases where the second formant persisted across flanking consonants (i.e. sonorants), abrupt shifts in the amount and distribution of spectral energy were used to indicate vowel onset and offset.

After segmentation, the first two formants (F1-F2) and vowel duration were measured. The first formant is a good indicator of vowel height, while the second formant is a reliable indicator of both lip rounding and vowel backness. Formants were measured at the $25,50,75 \%$ point in each vowel using a modified Praat script (Crosswhite 2003). The data were analyzed in R (R Core Team 2017), using the lme4 package (Bates et al. 2015). Formant measurements from the midpoint of each vowel were used in the analysis.

Outliers were then inspected for measurement errors. In particular, a number of errors were found with the high back vowels, where the formant tracker in Praat failed to distinguish the first two formants. In these cases, formant frequencies were hand measured at the approximate vowel midpoint. To facilitate across-speaker comparisons, the data were z-score normalized (Lobanov 1971). The data for normalization consisted of four tokens of each vowel and were taken from monosyllabic words. If four tokens of a given vowel were not present in monosyllables, then the remaining tokens were taken from the initial syllable of disyllabic tokens.

A mixed effect linear regression was used to predict normalized F2 for each language based on the following fixed effects: initial vowel backness, target vowel height, syllable number (counting from the left), root type (mono- or disyllabic), preceding consonant place of articulation, and following consonant place of articulation. Since laterals alternate for vowel backness in all four languages, laterals flanking back vowels were coded as dorsal while laterals flanking front vowels were coded as coronal. Additionally, since backness harmony does not operate in Uzbek, vowels were coded for target backness instead of initial vowel backness. The model incorporated two-way interactions between: preceding consonant place of articulation and target vowel height, following consonant place of articulation and target vowel height, initial vowel backness and target vowel height, initial vowel backness and syllable number, initial vowel backness and root type, and syllable number and root type. The model also incorporated a three-way interaction for initial vowel backness, syllable number, and root type. The model included random intercepts for speaker and target vowel, as well as by-syllable random slopes for speaker and target vowel. More elaborated random effect structure resulted in models that failed to converge. Statistical significance was assessed using likelihood ratio tests.

The key predictors to observe are the main effect of syllable number and the interaction between initial vowel backness and syllable number. Positional shifts for front vowels are observable from the main effect alone, whereas positional shifts for back vowels require examining both the main effect and interaction terms. Throughout the results section and analysis, harmonic pairings are compared. Each
language's harmonic pairings are summarized in Table 4.4. Kyrgyz exhibits four harmonic pairings. Uzbek exhibits only one, for rounding harmony. Kazakh exhibits three pairings, and Uyghur exhibits three generally. During data collection, raised vowels (see Chapter 2 for more details) were not impressionistically identical to underlying high vowels, so raised vowel alternations are analyzed separately. Raised vowels are indicated by a subscript.

Table 4.4: Language-specific harmonic pairings

|  | Kyrgyz | Uzbek | Kazakh | Uyghur |
| :---: | :---: | :---: | :---: | :---: |
| [-high, -round $]$ | e-a | N/A | ie-a | $æ-a$ |
| [-high, +round] | $\varnothing-\mathrm{o}$ | N/A | N/A | N/A |
| [+high, -round $]$ | i-u | N/A | I-u | i-u, $i_{R}-u_{R}$ |
| [+high, +round] | y-u | y-u | Y-v | y-u, $\mathrm{y}_{R}-u_{R}$ |

### 4.2.5 Predictions

Little work has been done on the positional realization of harmonic vowels, but Zsiga (1997:234235) predicts that alternating vowels should be acoustically indistinguishable from non-alternating vowels. If the targets of harmony, i.e. non-initial syllables, are acoustically indistinguishable from initialsyllable trigger vowels, we can conclude that harmony operates categorically in the language, as is found for Turkish (Lanfranca 2012; Sabev \& Payne 2018). Alternatively, it is possible that both classes of [back] vowels exhibit symmetric shifts toward a more central F2 in non-initial positions. This type of centralization is found in many languages (Vayra \& Fowler 1992; Johnson \& Martin 2001). Lastly, it is possible that only one class of [back] vowels exhibits a positional shift in F2. This type of asymmetric shift is attested in related Kazakh (McCollum 2015; McCollum \& Chen 2019). Each of these patterns and their phonetic and phonological analyses are schematized in Table 4.5.

Table 4.5: Schema for possible patterns and their analysis. Each pattern is paired with at least one analysis, which involves a phonological and phonetic component. Dashed lines indicate front vowel shifts, while solid lines indicate back vowel shifts.


Of the three possible patterns, analyzing the first two is straightforward- if no positional shifts occur, then we can conclude that Zsiga's prediction is borne out. In this scenario, harmony operates categorically, also blocking phonetic reduction (Pearce 2008). If non-initial vowels undergo relatively symmetric shifts toward a central F2, such a pattern is analyzable as categorical phonology with gradient phonetic implementation in the form of centralization. For the third pattern, three possible analyses are sketched out below.

One account of asymmetric positional shifts involves interpolation across underspecified segments or syllables (see Cohn 1993 for an analysis). Under this analysis, speakers gradiently transition from [+back] initial-syllable vowels to a [-back] default articulatory setting at the end of the word. This analysis depends on two claims. First, phonological specifications are only provided for the initial
syllable and the default articulatory setting. As a result, all non-initial syllables do not receive a phonological specification for [back]. Default articulatory settings have been found at the ends of larger prosodic units (Gick et al. 2004; Wilson \& Gick 2006)., and since words were recorded in isolation, the end of the word is also the end of the utterance Also, studies on languages with vowel harmony have found that the default articulatory settings in those languages typically correspond to the unmarked feature value in the harmony pattern (Hudu 2010; Allen et al. 2013). Under this analysis, harmony is not phonological, but a pattern of phonetic implementation (Keating 1988, 1990; Cohn 1993).

A second possible account involves what Lindblom (1990) calls adaptive hypoarticulation. Under this analysis, speakers utilize listener expectations to economize speech production. Since these languages, excluding Uzbek, exhibit harmony, a listener should expect the backness of the initial vowel to predict the backness of all following vowels. If a speaker uses this expectation, then a speaker can reduce more effortful articulations without losing efficient transmission of information. Since more effortful articulations are reduced, this analysis can predict reduction of one class of [back] vowels, assuming that they are in some sense more effortful, or in more phonological terms, more marked (see Harrington et al. 2011 for evidence supporting the effortfulness of $/ \mathbf{u} /$ ).

Finally, a third way to analyze asymmetric gradience is to allow the gradience to fall out from phonological rather than phonetic factors. Under this analysis, [back] spreading subphonemically peters out over the course of the word, leaving each subsequent vowel slightly less assimilated to the active feature value. A number of impressionistic descriptions suggest that harmony may be gradient, like Stegen (2002:137), which reports that ATR harmony in Rangi "seems to be gradient, i.e. having diminished effect with increase distance from the [+ATR] spreading vowel" (see Kirchner 1998:320-321; Casali 2002:25 for other similar descriptions).

### 4.3 Results

### 4.3.1 Kyrgyz

Vowel quality by position is presented in Figure 4.2 and Tables $4.5-4.6$ below. Figure 4.2 presents mean vowel quality by position and Tables 4.5-4.6 provides additional information, including standard deviation, and token count (total $n=9,374$ ).

In Figure 4.2, the vowel space contracts by position, both in terms of F1 and F2. Since F2 is the main acoustic correlate of tongue backness, we focus on that here. F2 of front vowels decreases by position [Syllable: $\beta=-0.07, \chi^{2}(1)=4.63, p=.03$ ] while F 2 of back vowels increases by position [Backness : Syllable: $\beta=0.11, \chi^{2}(1)=5.52, p=.02$ ]. The magnitude of each of these shifts is relatively small, -0.07 z for front vowels and 0.04 z for back vowels (main effect + interaction, $-0.07 \mathrm{z}+.11 \mathrm{z}$ ). Despite exhibiting relatively small shifts, these positional shifts in F2 are significant due to the systematicity of each vowel's positional shift, which is seen in Tables 4.6 and 4.7.


Figure 4.2: Kyrgyz mean vowel F1-F2 (z) by position. Lines connect different mean F1-F2 for a particular vowel. The initial-syllable mean is closest to the transcription and the arrow indicates the final mean.

Table 4.6: Mean F1 (in z, with SD) for Kyrgyz

|  | Syll. 1 |  | Syll. 2 |  | Syll. 3 |  | Syll. 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F1 | n | F 1 | n | F1 | n | F1 | n |
| a | $2.11(0.50)$ | 514 | $1.96(0.55)$ | 644 | $2.14(0.52)$ | 420 | $2.21(0.49)$ | 62 |
| o | $0.42(0.48)$ | 438 | $0.53(0.44)$ | 327 | $0.72(0.41)$ | 156 | $0.82(0.31)$ | 27 |
| u | $-0.26(0.42)$ | 587 | $0.01(0.50)$ | 496 | $0.14(0.59)$ | 231 | $0.03(0.31)$ | 38 |
| u | $-0.32(0.45)$ | 276 | $-0.24(0.56)$ | 239 | $-0.19(0.49)$ | 106 | $-0.22(0.39)$ | 13 |
| e | $-0.14(0.33)$ | 550 | $0.22(0.42)$ | 535 | $0.47(0.37)$ | 341 | $0.54(0.36)$ | 64 |
| $\varnothing$ | $-0.15(0.30)$ | 423 | $0.14(0.31)$ | 406 | $0.38(0.39)$ | 254 | $0.49(0.38)$ | 65 |
| i | $-0.93(0.38)$ | 423 | $-0.58(0.41)$ | 385 | $-0.57(0.45)$ | 224 | $-0.61(0.34)$ | 38 |
| y | $-1.00(0.37)$ | 425 | $-0.65(0.37)$ | 393 | $-0.50(0.40)$ | 228 | $-0.55(0.29)$ | 46 |
| Total |  | 3,636 |  | 3,425 |  | 1,960 |  | 353 |

Table 4.7: Mean F2 (in z, with SD) for Kyrgyz

|  | Syll. 1 |  | Syll. 2 |  | Syll. 3 |  | Syll. 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F 2 | n | F 2 | n | F 2 | n | F 2 | n |
| a | $-0.58(0.30)$ | 514 | $-0.16(0.28)$ | 644 | $-0.13(0.25)$ | 420 | $-0.07(0.22)$ | 62 |
| o | $-1.02(0.32)$ | 438 | $-0.84(0.23)$ | 327 | $-0.83(0.23)$ | 156 | $-0.81(0.25)$ | 27 |
| u | $0.16(0.40)$ | 587 | $-0.01(0.43)$ | 496 | $0.33(0.55)$ | 231 | $0.50(0.36)$ | 38 |
| u | $-1.26(0.36)$ | 276 | $-0.99(0.35)$ | 239 | $-0.86(0.35)$ | 106 | $-0.85(0.29)$ | 13 |
| e | $1.19(0.32)$ | 550 | $0.96(0.30)$ | 535 | $0.86(0.37)$ | 341 | $0.79(0.48)$ | 64 |
| $\varnothing$ | $-0.08(0.29)$ | 423 | $-0.02(0.22)$ | 406 | $0.02(0.21)$ | 254 | $0.09(0.20)$ | 65 |
| i | $1.51(0.32)$ | 423 | $1.29(0.34)$ | 385 | $1.35(0.40)$ | 224 | $1.31(0.30)$ | 38 |
| y | $0.36(0.63)$ | 425 | $0.31(0.31)$ | 393 | $0.16(0.48)$ | 228 | $0.40(0.18)$ | 46 |
| Total |  | 3,636 |  | 3,425 |  | 1,960 |  | 353 |

Figure 4.3 compares positional F2 by harmonic pairing. The /a-e/ pairing shows the clearest pattern of symmetrical centralization. The trends in the other three pairings are less obvious. The /u-i/pairing appears to exhibit centralization, albeit to a lesser extent and with more positional variation of $/ \mathrm{w} /$. The round vowel pairings, $/ \mathrm{o}-\varnothing /$ and $/ \mathrm{u}-\mathrm{y} /$, show a slight tendency toward higher F2 for both front and back vowels.


Figure 4.3: Kyrgyz F2 (z) by position and harmonic pairing

In addition to position, morphology exerts a significant effect on vowel F2 in the data. Front vowels exhibit higher F2 in words derived from disyllabic roots [Root type: $\beta=0.33, \chi^{2}(1)=144.07, p<$ .001], while back vowels exhibit lower F2 in words derived from disyllabic roots [Backness : Root type: $\left.\beta=-0.45, \chi^{2}(1)=148.0, p<.001\right]$. This is evident in Figure 4.4 below. In Figure 4.4, the second and third syllables in words derived from monosyllabic roots are suffixes. In words formed from disyllabic roots, though, the second-syllable vowel is root-internal. This effect of morphology is most evident in the high
front vowels as well as the non-high back vowels, which exhibit more peripheral F2 values than their counterparts in words derived from monosyllabic roots. However, more peripheral vowel qualities in words formed from disyllabic roots is localized toward the left edge of the word, diminishing in noninitial syllables for both front and back vowels [Syllable : Root type: $\beta=-0.07, \chi^{2}(1)=35.22, p<.001$; Backness : Syllable : Root type: $\left.\beta=0.10, \chi^{2}(1)=36.96, p<.001\right]$. In other words, the initial syllables of words formed from disyllabic roots are produced with more peripheral vowel qualities. Consonantal context exerts a range of effects, with the model predicting that flanking consonants typically depress vowel F2. See Table 4.8 for full output.


Figure 4.4: F2 (z, with SD) in syllables 1-3 based on root type in Kyrgyz

Table 4.8: Model output for Kyrgyz

| Random effects |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Variance | SD |  |
|  | Speaker | (Intercept) | 0.004 | 0.06 |  |
|  |  | Syllable | 0.001 | 0.03 |  |
|  | Target vowel | (Intercept) | 0.59 | 0.77 |  |
|  |  | Syllable | 0.00 | 0.06 |  |
|  | Residual |  | 0.1 | 0.31 |  |
| Fixed effects |  |  |  |  |  |
|  |  | $\beta$ | SE | df | t-value |
|  | (Intercept) | 0.90 | 0.48 | 6 | 1.88 |
|  | Backness | -0.88 | 0.67 | 6 | -1.31 |
|  | Target height | -0.20 | 0.56 | 4 | -0.36 |
|  | Syllable | -0.07 | 0.03 | 8 | -2.11 |
|  | Root type | 0.33 | 0.03 | 9286 | 12.03 |
|  | Prec.C.Bilabial | -0.32 | 0.03 | 9273 | -9.81 |
|  | Prec.C.Coronal | -0.23 | 0.03 | 8848 | -7.10 |
|  | Prec.C.Dorsal | -0.48 | 0.04 | 8242 | -13.63 |
|  | Foll.C.Bilabial | -0.01 | 0.03 | 9321 | -3.30 |
|  | Foll.C.Coronal | -0.03 | 0.01 | 9207 | -1.89 |
|  | Foll.C.Dorsal | -0.22 | 0.02 | 9212 | -11.98 |
|  | Backness : Target height | -0.71 | 0.79 | 4 | -0.90 |
|  | Backness : Syllable | 0.11 | 0.05 | 7 | 2.41 |
|  | Syllable : Root type | -0.07 | 0.01 | 9307 | -5.93 |
|  | Backness : Root type | -0.45 | 0.04 | 9290 | -12.19 |
|  | Target height : Prec.C.Bilabial | 0.47 | 0.04 | 8961 | 10.67 |
|  | Target height : Prec.C.Coronal | 0.58 | 0.04 | 8935 | 14.06 |
|  | Target height : Prec.C.Dorsal | 0.25 | 0.05 | 8452 | 5.63 |
|  | Target height : Foll.C.Bilabial | -0.18 | 0.03 | 8107 | -5.31 |
|  | Target height : Foll.C.Coronal | 0.04 | 0.03 | 1831 | 1.26 |
|  | Target height : Foll.C.Dorsal | 0.09 | 0.04 | 2625 | 2.54 |
|  |  |  |  |  |  |
|  | Backness : Syllable : Root type | 0.10 | 0.02 | 9297 | 6.06 |

In sum, Kyrgyz vowels are realized with more centralized acoustic qualities in non-initial positions. Positional variation also interacts with morphology, as vowel qualities are more peripheral in words derived from disyllabic roots.

### 4.3.2 Uzbek



Figure 4.5: Uzbek mean vowel F1-F2 (z) by position. Lines connect different mean F1-F2 for a particular vowel. The initial-syllable mean is closest to the transcription and the arrow indicates the final mean.

Figure 4.5 and Tables 4.9-4.10 present positional vowel quality in Uzbek. Figure 4.5 presents mean vowel quality by position and Tables 4.9-4.10 provide additional information, including standard deviation, and token count (total $\mathrm{n}=5,634$ ). As in Kyrgyz, there is a noticeable increase in F1 by position, but also a tendency toward more central F2 values in non-initial syllables. This shift toward more central F2 is not significant for the front vowels, but the back vowels exhibit a significant pattern of fronting [Syllable: $\beta=-0.01, \chi^{2}(1)=0.02, p=.90$; Backness : Syllable: $\left.\beta=0.21, \chi^{2}(1)=57.77, p<.001\right]$.

This appears to suggest that Uzbek vowels are asymmetrically fronted in non-initial syllables, but when
Figures 4.5-4.6, along with Tables 4.11-4.12 are consulted, a different generalization emerges.

Table 4.9: Mean F1 (in z, with SD) for Uzbek

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F1 | n | F 1 | n | F 1 | n | F 1 | n |
|  | $1.60(0.57)$ | 480 | $1.35(0.49)$ | 1,232 | $1.39(0.46)$ | 835 | $1.43(0.48)$ | 153 |
| 0 | $0.56(0.51)$ | 398 |  |  |  |  |  |  |
| u | $-0.57(0.46)$ | 224 | $-0.10(0.50)$ | 129 |  |  |  |  |
| e | $-0.43(0.32)$ | 213 |  |  |  |  |  |  |
| $\varnothing$ | $-0.19(0.28)$ | 302 |  |  |  |  |  |  |
| i | $-0.90(0.46)$ | 548 | $0.10(0.64)$ | 800 | $0.39(0.65)$ | 609 | $0.47(0.58)$ | 115 |
| y | $-1.17(0.37)$ | 240 | $-0.45(0.53)$ | 232 | $-0.04(0.63)$ | 37 |  |  |
| Total |  | 2,405 |  | 2,393 |  | 1,481 |  | 268 |

Table 4.10: Mean F2 (in z, with SD) for Uzbek

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F2 | n | F2 | n | F 2 | n | F 2 | n |
|  | $-0.24(0.39)$ | 480 | $-0.09(0.29)$ | 1,232 | $0.02(0.29)$ | 835 | $0.07(0.32)$ | 153 |
| $\rho$ | $-1.11(0.27)$ | 398 |  |  |  |  |  |  |
| u | $-1.10(0.66)$ | 224 | $-0.58(0.48)$ | 129 |  |  |  |  |
| e | $1.27(0.46)$ | 213 |  |  |  |  |  |  |
| $\varnothing$ | $-0.26(0.35)$ | 302 |  |  |  |  |  |  |
| i | $1.33(0.58)$ | 548 | $0.37(0.50)$ | 800 | $0.13(0.59)$ | 609 | $0.18(0.73)$ | 115 |
| y | $0.21(0.56)$ | 240 | $0.09(0.32)$ | 232 | $-0.22(0.44)$ | 37 |  |  |
| Total |  | 2,405 |  | 2,393 |  | 1,481 |  | 268 |

First, the front vowels exhibit far more variation in F2 than the back vowels, as seen in Table 4.10 above. The standard deviations for F2 of front vowels exceed those found among the back vowels in every position. This variation prevents any systematic generalization from emerging for the front vowels. Second, this variation interacts significantly with morphology in the language. Among the front vowels, words derived from disyllabic roots are produced with significantly lower F2 [Root type: $\beta=-0.42, \chi^{2}(1)=$ 61.41, $\mathrm{p}<.001$; Syllable: Root type: $\left.\beta=-0.18, \chi^{2}(1)=65.4, \mathrm{p}<.001\right]$. Root type exerts no effect on back vowels [Backness : Root type: $\left.\beta=0.40, \chi^{2}(1)=27.30, p<.001\right]$, though, since the interaction of backness and root type nullifies the main effect of root type $(-0.40+0.40=-0.02)$. For back vowels, F 2 of vowels derived from disyllabic roots was lower than F2 of vowels derived from monosyllabic roots in non-initial syllables [Backness : Syllable : Root type: $\left.\beta=-0.16, \chi^{2}(1)=26.91, p<.001\right]$.

The model predicts that F2 of front vowels does not decrease by position, but F2 of back vowels significantly increases by position. However, F2 of front vowels decreases significantly in words derived from disyllabic roots, while F2 of back vowels derived from disyllabic roots exhibit no noticeable shifts. These are evident in Table 4.10, which presents the full statistical model for Uzbek. In one case, there is asymmetric fronting and in the other there is asymmetric backing. In Figure 4.6, though, the distribution of F2 in terms of root type suggests only small effects of morphology. I conjecture that this particular result relates specifically to the status of $/ \mathrm{i} /$ in the language. Consider the realization of $/ \mathrm{i} / \mathrm{in}$ mono- and disyllabic roots, shown in Figure 4.7. This vowel typically exhibits higher F2 in monosyllabic roots, even in consonantal contexts that are very similar to comparable disyllabic roots. In second syllables of disyllabic roots, F 2 of /i/ is drastically reduced, with a vowel quality approximating [ $\supset$ ] in most forms, with variation across forms that is challenging to account for. The realization of $/ \mathrm{i} /$ in these syllables, along with its general backing to [ə] in non-initial positions may indicate that the historical loss of * u is overstated in the literature (e.g. Harrison et al. 2002). Perhaps, the complex set of allophones described in Sjoberg (1963) reflect an incomplete merger of * u and $\boldsymbol{i}_{\mathrm{i}}$. If $/ \mathrm{u} /$ is still present in the language, even in a reduced capacity, this would significantly affect the interpretation of the Uzbek data.



Figure 4.6: F2 (z, with SD) in syllables 1-3 based on root type in Uzbek


Figure 4.7: F2 (z) of root-internal /i/ in Uzbek by lexeme and syllable

Table 4.11: Model output for Uzbek

| Random effects |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Variance | SD |  |
|  | Speaker | (Intercept) | 0.02 | 0.13 |  |
|  |  | Syllable | 0.00 | 0.06 |  |
|  | Target vowel | (Intercept) | 0.94 | 0.97 |  |
|  |  | Syllable | 0.11 | 0.33 |  |
|  | Residual |  | 0.18 | 0.42 |  |
|  |  |  |  |  |  |
| Fixed effects |  |  |  |  |  |
|  |  | $\beta$ | SE | df | t-value |
|  | (Intercept) | 0.08 | 0.50 | 3 | 0.16 |
|  | Backness | -0.55 | 0.07 | 4388 | -8.36 |
|  | Target height | 0.47 | 0.10 | 2 | 4.52 |
|  | Syllable | -0.01 | 0.16 | 3 | -0.05 |
|  | Root type | -0.42 | 0.05 | 5186 | -7.74 |
|  | Prec.C.Bilabial | -0.27 | 0.06 | 5595 | -4.97 |
|  | Prec.C.Coronal | -0.03 | 0.06 | 5599 | -0.59 |
|  | Prec.C.Dorsal | -0.18 | 0.06 | 5599 | -3.02 |
|  | Foll.C.Bilabial | -0.30 | 0.05 | 5591 | -5.67 |
|  | Foll.C.Coronal | -0.12 | 0.02 | 5594 | -5.44 |
|  | Foll.C.Dorsal | -0.32 | 0.04 | 5598 | -8.96 |
|  |  |  |  |  |  |
|  | Backness : Target height | -0.21 | 0.03 | 5416 | -6.93 |
|  | Backness : Syllable | 0.21 | 0.03 | 4052 | 7.47 |
|  | Syllable : Root type | 0.18 | 0.02 | 5357 | 7.99 |
|  | Backness : Root type | 0.40 | 0.07 | 5400 | 5.51 |
|  | Target height : Prec.C.Bilabial | -0.29 | 0.07 | 3456 | -4.10 |
|  | Target height : Prec.C.Coronal | -0.31 | 0.07 | 5527 | -4.68 |
|  | Target height : Prec.C.Dorsal | -0.38 | 0.08 | 5575 | -4.95 |
|  | Target height : Foll.C.Bilabial | 0.26 | 0.06 | 4227 | 4.55 |
|  | Target height : Foll.C.Coronal | 0.51 | 0.05 | 5584 | 11.04 |
|  | Target height : Foll.C.Dorsal | 0.38 | 0.08 | 4810 | 4.66 |
|  |  |  |  |  |  |
|  | Backness : Syllable : Root type | -0.16 | 0.03 | 5253 | -5.10 |

To investigate what effects fall out from the variation in /i/, I excluded all root-internal /i/ and reran the model ( 779 vowels; new $n=4,855$ ), which is reported in Table 4.12. All other aspects of the
model were held constant. In this model, both classes of [back] vowels exhibit non-significant shifts in vowel quality [Syllable: $\beta=0.05, \chi^{2}(1)=0.30, p=.58$; Backness : Syllable: $\beta=0.02, \chi^{2}(1)=0.64, p=.42$ ]. Moreover, in this model morphology plays no obvious role in vowel backness. This holds for both front vowels [Root type: $\beta=-0.00, \chi^{2}(1)=0.002, p=.96$; Syllable: Root type: $\beta=0.01, \chi^{2}(1)=0.05, p=.83$ ], and back vowels [Backness : Root type: $\beta=-0.04, \chi^{2}(1)=0.33, p=.56$; Backness : Syllable : Root type: $\beta=$ $\left.0.02, \chi^{2}(1)=0.18, \mathrm{p}=.67\right]$.

Where the original model predicted asymmetric fronting of back vowels and asymmetric backing of front vowels in words derived from disyllabic roots, this model predicts no significant effect of position or morphology. The numerous differences between these two models suggest that root-internal /i/ played a really large role in the conflicting generalizations in Table 4.10. When the general trends in Figure 4.4 are considered, the data strongly suggests that back vowels are fronted and front vowels are backed in non-initial positions. From this point on, I will interpret the Uzbek results as reflecting a general tendency towards centralization. It is worth noting that the status of $/ \mathrm{i} /$ and historical *u may bear on the analysis of Uzbek, but without more data, I leave that to future work.

Table 4.12: Model output for Uzbek with no root-internal /i/

| Random effects |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Variance | SD |  |
|  | Speaker | (Intercept) | 0.01 | 0.09 |  |
|  |  | Syllable | 0.00 | 0.06 |  |
|  | Target vowel | (Intercept) | 0.49 | 0.70 |  |
|  |  | Syllable | 0.04 | 0.20 |  |
|  | Residual |  | 0.15 | 0.39 |  |
| Fixed effects |  |  |  |  |  |
|  |  | $\beta$ | SE | df | t-value |
|  | (Intercept) | -0.06 | 0.32 | 4 | -0.18 |
|  | Backness | -0.10 | 0.07 | 4212 | -1.50 |
|  | Target height | 0.14 | 0.09 | 2835 | 1.59 |
|  | Syllable | 0.05 | 0.10 | 5 | 0.50 |
|  | Root type | -0.00 | 0.09 | 4820 | -0.04 |
|  | Prec.C.Bilabial | -0.29 | 0.05 | 4820 | -5.55 |
|  | Prec.C.Coronal | -0.02 | 0.05 | 4822 | -0.31 |
|  | Prec.C.Dorsal | -0.19 | 0.06 | 4822 | -3.28 |
|  | Foll.C.Bilabial | -0.28 | 0.05 | 4814 | -5.52 |
|  | Foll.C.Coronal | -0.10 | 0.02 | 4819 | -4.50 |
|  | Foll.C.Dorsal | -0.30 | 0.03 | 4823 | -8.82 |
|  | Backness : Target height | -0.12 | 0.03 | 4275 | -3.75 |
|  | Backness : Syllable | 0.02 | 0.03 | 4182 | 0.79 |
|  | Syllable : Root type | 0.01 | 0.03 | 4756 | 0.20 |
|  | Backness : Root type | -0.06 | 0.01 | 4818 | -0.59 |
|  | Target height : Prec.C.Bilabial | -0.09 | 0.09 | 3632 | -1.01 |
|  | Target height : Prec.C.Coronal | -0.00 | 0.08 | 4635 | -0.13 |
|  | Target height : Prec.C.Dorsal | 0.03 | 0.09 | 4799 | 0.22 |
|  | Target height : Foll.C.Bilabial | 0.21 | 0.06 | 4674 | 3.95 |
|  | Target height : Foll.C.Coronal | 0.34 | 0.05 | 4594 | 7.11 |
|  | Target height : Foll.C.Dorsal | 0.43 | 0.08 | 3782 | 0.79 |
|  |  |  |  |  |  |
|  | Backness : Syllable : Root type | 0.02 | 0.04 | 4807 | 0.20 |

### 4.3.3 Kazakh



Figure 4.8: Kazakh mean vowel F1-F2 (z) by position. Lines connect different mean F1-F2 for a particular vowel. The initial-syllable mean is closest to the transcription and the arrow indicates the final mean.

Vowel quality by position is presented in Figure 4.8 above and Tables 4.13-4.14 below. Figure 4.8 presents mean vowel quality by position and Tables 4.13-4.14 provide additional information, including standard deviation, and token count (total $\mathrm{n}=5,342$ ). Unlike Kyrgyz and Uzbek, Kazakh vowels display an asymmetric pattern of positional variation. The back vowels are marked by increasing F2 by position while the front vowels exhibit no obviously significant effects of position. The slight positional decrease in F2 for the front vowels is not significant [Syllable: $\beta=-0.05, \chi^{2}(1)=0.87, p=.35$ ]. However, the back vowels exhibit a much larger shift, which is statistically significant [Backness : Syllable: $\left.\beta=0.28, \chi^{2}(1)=7.39, p=.007\right]$. Thus, positional changes in F2 are asymmetric in Kazakh, with the magnitude of the back vowel shift, $0.23 z$ (main effect + interaction, $-0.05 z+0.28 z$ ) being over four times larger than the magnitude of the front vowel shift, -0.05 z .

Table 4.13: Mean F1 (in z, with SD) for Kazakh

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F1 | n | F1 | n | F1 | n | F1 | n |
| a | $1.46(0.50)$ | 277 | $1.44(0.50)$ | 519 | $1.53(0.40)$ | 345 | $1.62(0.39)$ | 64 |
| o | $-0.06(0.46)$ | 276 |  |  |  |  |  |  |
| u | $0.32(0.79)$ | 264 | $0.39(0.60)$ | 231 | $0.51(0.54)$ | 167 | $0.31(0.41)$ | 35 |
| U | $-0.23(0.47)$ | 264 | $-0.05(0.57)$ | 236 | $0.44(0.36)$ | 61 | $0.31(0.42)$ | 6 |
| ie | $-0.81(0.29)$ | 258 | $-0.55(0.36)$ | 724 | $-0.46(0.53)$ | 464 | $-0.50(0.33)$ | 83 |
| $\varnothing$ | $-0.64(0.26)$ | 277 |  |  |  |  |  |  |
| I | $-0.20(0.56)$ | 212 | $0.05(0.50)$ | 293 | $0.22(0.43)$ | 209 | $0.24(0.39)$ | 53 |
| Y | $-0.91(0.29)$ | 234 | $-0.50(0.54)$ | 258 | $0.13(0.59)$ | 76 | $0.13(0.29)$ | 9 |
| $\mathfrak{X}$ | $1.30(0.49)$ | 281 |  |  |  |  |  |  |
| Total |  | 2,343 |  | 2,261 |  | 1,322 |  | 250 |

Table 4.14: Mean F2 (in z, with SD) for Kazakh

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
|  | F2 | n | F2 | n | F2 | n | F 2 | n |
|  | $-0.63(0.39)$ | 277 | $-0.07(0.35)$ | 519 | $0.12(0.29)$ | 345 | $0.25(0.18)$ | 64 |
| o | $-1.13(0.47)$ | 276 |  |  |  |  |  |  |
| u | $-0.61(0.41)$ | 264 | $-0.47(0.47)$ | 231 | $0.00(0.54)$ | 167 | $0.31(0.20)$ | 35 |
| U | $-1.15(0.30)$ | 264 | $-0.86(0.49)$ | 236 | $-0.02(0.58)$ | 61 | $0.35(0.12)$ | 6 |
| ie | $1.71(0.38)$ | 258 | $1.50(0.40)$ | 724 | $1.49(0.50)$ | 464 | $1.65(0.30)$ | 83 |
| Ø | $-0.24(0.41)$ | 277 |  |  |  |  |  |  |
| I | $0.79(0.34)$ | 212 | $0.73(0.38)$ | 293 | $0.70(0.39)$ | 209 | $0.73(0.42)$ | 53 |
| Y | $0.25(0.59)$ | 234 | $0.44(0.30)$ | 258 | $0.52(0.46)$ | 76 | $0.84(0.24)$ | 9 |
| æ | $0.73(0.41)$ | 281 |  |  |  |  |  |  |
| Total |  | 2,343 |  | 2,261 |  | 1,322 |  | 250 |

Figure 4.9 presents result by harmonic pairing. In all three harmonic pairings, the F2 of back vowels increases, and for the high vowels almost approximates that of their front vowel counterparts. In all three pairing, positional shifts are asymmetric, in contrast to the shifts found in Kyrgyz. The full statistical model is reported in Table 4.15.


Figure 4.9: Kazakh F2 (z) by position and harmonic pairing

Morphology plays a relatively minor role in the realization of backness in Kazakh. F2 is slightly but not significantly higher for both front and back vowels in words derived from disyllabic roots [Root type: $\beta=0.07, \chi 2(1)=3.37, p=.07$; Backness : Root type: $\beta=0.06, \chi 2(1)=0.86, p=.35]$. Similarly, root type has little effect on the realization of non-initial vowels [Syllable : Root type: $\beta=-0.01, \chi 2(1)=0.25$, $\mathrm{p}=.61]$. However, there is a positional effect of root type on [+back] words. Although the first-syllable vowel is more centralized in disyllabic roots with [+back] vowels, subsequent vowels are more peripheral Backness : Syllable : Root type: $\beta=-0.08, \chi 2(1)=9.26, p=.002]$. F2 by root type for the first three syllables is presented in Figure 4.10.

Table 4.15: Model output for Kazakh

| Random effects |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Variance | SD |  |
|  | Speaker | (Intercept) | 0.01 | 0.08 |  |
|  |  | Syllable | 0.00 | 0.07 |  |
|  | Target vowel | (Intercept) | 0.13 | 0.35 |  |
|  |  | Syllable | 0.01 | 0.11 |  |
|  | Residual |  | 0.12 | 0.35 |  |
|  |  |  |  |  |  |
| Fixed effects |  |  |  |  |  |
|  |  | $\beta$ | SE | df | t-value |
|  | (Intercept) | 2.13 | 0.22 | 5 | 9.75 |
|  | Backness | -2.08 | 0.30 | 4 | -6.99 |
|  | Target height | -1.40 | 0.08 | 6 | -16.98 |
|  | Syllable | -0.05 | 0.07 | 5 | -0.78 |
|  | Root type | 0.07 | 0.04 | 5304 | 1.80 |
|  | Prec.C.Bilabial | -0.43 | 0.05 | 5306 | -8.94 |
|  | Prec.C.Coronal | -0.39 | 0.05 | 5270 | -8.03 |
|  | Prec.C.Dorsal | -0.55 | 0.07 | 5271 | -7.79 |
|  | Foll.C.Bilabial | -0.21 | 0.04 | 5303 | -5.54 |
|  | Foll.C.Coronal | -0.24 | 0.02 | 5269 | -12.80 |
|  | Foll.C.Dorsal | -0.73 | 0.04 | 5239 | -19.75 |
|  |  |  |  |  |  |
|  | Backness : Target height | 0.61 | 0.08 | 1 | 7.72 |
|  | Backness : Syllable | 0.28 | 0.09 | 4 | 3.06 |
|  | Syllable : Root type | -0.01 | 0.02 | 5305 | -0.45 |
|  | Backness : Root type | 0.06 | 0.06 | 5303 | 0.93 |
|  | Target height : Prec.C.Bilabial | 0.23 | 0.06 | 5306 | 3.78 |
|  | Target height : Prec.C.Coronal | 0.62 | 0.06 | 5271 | 10.59 |
|  | Target height : Prec.C.Dorsal | 0.18 | 0.08 | 5269 | 2.22 |
|  | Target height : Foll.C.Bilabial | -0.19 | 0.04 | 5146 | -4.40 |
|  | Target height : Foll.C.Coronal | 0.15 | 0.06 | 4442 | 2.41 |
|  |  |  |  |  |  |
|  | Backness : Syllable : Root type | -0.08 | 0.03 | 5294 | -3.08 |



Figure 4.10: F2 (z, with SD) in syllables 1-3 based on root type in Kazakh

### 4.3.4 Uyghur

Vowel quality by position is presented in Figure 4.11 and Tables 4.16-4.17 below. Figure 4.11 presents mean vowel quality by position and Tables 4.16-4.17 provide additional information, including standard deviation, and token count (total $\mathrm{n}=5,927$ ). Syllable number does not exert a significant effect on F2 of front vowels in Uyghur [Syllable: $\beta=0.01, \chi^{2}(1)=0.02, p=.88$ ]. In contrast, back vowels are
produced with significantly increasing F2 by position [Backness : Syllable: $\beta=0.35, \chi^{2}(1)=32.48, \mathrm{p}<$ .001]. In other words, the Uyghur vowel space undergoes an asymmetric fronting by position - back vowels are fronted in non-initial syllables while front vowels exhibit no concomitant changes by position. Thus, the Uyghur pattern strongly resembles the pattern of positional variation found in Kazakh above.


Figure 4.11: Uyghur mean vowel F1-F2 (z) by position. Lines connect different mean F1-F2 for a particular vowel. The initial-syllable mean is closest to the transcription and the arrow indicates the final mean.

Table 4.16: Mean F1 (in z, with SD) for Uyghur. Raised vowels are indicated by a subscript.

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  | Syllable 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F1 | n | F1 | n | F1 | n | F1 | n | F1 | n |
| a | $\begin{gathered} 1.81 \\ (0.53) \end{gathered}$ | 592 | $\begin{gathered} 1.61 \\ (0.53) \end{gathered}$ | 523 | $\begin{gathered} 1.53 \\ (0.55) \end{gathered}$ | 469 | $\begin{gathered} 1.66 \\ (0.45) \end{gathered}$ | 71 | $\begin{gathered} 1.66 \\ (0.41) \end{gathered}$ | 59 |
| o | $\begin{gathered} -0.14 \\ (0.42) \end{gathered}$ | 207 |  |  |  |  |  |  |  |  |
| u |  |  | $\begin{gathered} 0.10 \\ (0.65) \end{gathered}$ | 114 | $\begin{gathered} -0.12 \\ (0.61) \end{gathered}$ | 130 | $\begin{gathered} -0.26 \\ (0.32) \end{gathered}$ | 85 | $\begin{gathered} -0.31 \\ (0.38) \end{gathered}$ | 28 |
| u | $\begin{gathered} -0.39 \\ (0.71) \end{gathered}$ | 290 | $\begin{gathered} -0.22 \\ (0.81) \end{gathered}$ | 135 | $\begin{gathered} 0.10 \\ (0.48) \end{gathered}$ | 21 | $\begin{gathered} -0.17 \\ (0.42) \end{gathered}$ | 12 | $\begin{gathered} 0.02 \\ (0.27) \end{gathered}$ | 7 |
| æ | $\begin{gathered} \hline 0.89 \\ (0.76) \end{gathered}$ | 311 | $\begin{gathered} 0.74 \\ (0.49) \end{gathered}$ | 465 | $\begin{gathered} \hline 0.81 \\ (0.48) \end{gathered}$ | 310 | $\begin{gathered} 0.78 \\ (0.43) \end{gathered}$ | 65 | $\begin{gathered} \hline 0.81 \\ (0.32) \end{gathered}$ | 36 |
| $\varnothing$ | $\begin{gathered} -0.57 \\ (0.26) \end{gathered}$ | 252 |  |  |  |  |  |  |  |  |
| i |  |  | $\begin{gathered} -0.19 \\ (1.13) \end{gathered}$ | 123 | $\begin{aligned} & \hline-0.29 \\ & (0.46) \end{aligned}$ | 92 | $\begin{gathered} \hline-0.37 \\ (0.36) \end{gathered}$ | 52 | $\begin{aligned} & \hline-0.36 \\ & (0.38) \end{aligned}$ | 12 |
| y | $\begin{gathered} -1.10 \\ (0.82) \end{gathered}$ | 328 | $\begin{gathered} -0.62 \\ (1.09) \end{gathered}$ | 256 | $\begin{gathered} -0.38 \\ (0.41) \end{gathered}$ | 55 | $\begin{gathered} -0.67 \\ (0.26) \end{gathered}$ | 6 | $\begin{gathered} -0.23 \\ (0.22) \end{gathered}$ | 4 |
| $\mathrm{m}_{\mathrm{R}}$ |  |  | $\begin{gathered} -0.01 \\ (0.59) \end{gathered}$ | 290 | $\begin{gathered} 0.27 \\ (0.36) \end{gathered}$ | 113 |  |  |  |  |
| $\mathrm{u}_{\mathrm{R}}$ |  |  | $\begin{gathered} 0.22 \\ (0.61) \end{gathered}$ | 123 | $\begin{gathered} 0.41 \\ (0.48) \end{gathered}$ | 35 |  |  |  |  |
| $\mathrm{i}_{\mathrm{R}}$ |  |  | $\begin{gathered} -0.22 \\ (0.59) \end{gathered}$ | 81 | $\begin{gathered} \hline 0.26 \\ (0.38) \end{gathered}$ | 45 |  |  |  |  |
| $\mathrm{y}_{\mathrm{R}}$ |  |  | $\begin{gathered} -0.81 \\ (0.59) \end{gathered}$ | 105 | $\begin{gathered} 0.07 \\ (0.42) \end{gathered}$ | 25 |  |  |  |  |
| Total |  | 1,980 |  | 2,215 |  | 1,295 |  | 291 |  | 146 |

Table 4.17: Mean F2 (in z, with SD) for Uyghur. Raised vowels are indicated by a subscript.

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  | Syllable 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F2 | n | F2 | n | F2 | n | F2 | n | F2 | n |
| a | $\begin{gathered} \hline-0.66 \\ (0.28) \end{gathered}$ | 592 | $\begin{gathered} -0.26 \\ (0.32) \end{gathered}$ | 523 | $\begin{gathered} -0.04 \\ (0.34) \end{gathered}$ | 469 | $\begin{gathered} 0.07 \\ (0.33) \end{gathered}$ | 71 | -0.02 | 59 |
| o | $\begin{aligned} & \hline-1.22 \\ & (0.24) \end{aligned}$ | 207 |  |  |  |  |  |  |  |  |
| u |  |  | $\begin{gathered} -0.01 \\ (0.60) \end{gathered}$ | 114 | $\begin{gathered} 0.21 \\ (0.42) \end{gathered}$ | 130 | $\begin{gathered} 0.22 \\ (0.33) \end{gathered}$ | 85 | $\begin{gathered} 0.41 \\ (0.24) \end{gathered}$ | 28 |
| u | $\begin{gathered} -1.12 \\ (0.84) \end{gathered}$ | 290 | $\begin{gathered} -0.72 \\ (0.71) \end{gathered}$ | 135 | $\begin{gathered} \hline-0.07 \\ (0.61) \end{gathered}$ | 21 | $\begin{gathered} \hline-0.21 \\ (0.29) \end{gathered}$ | 12 | $\begin{gathered} 0.12 \\ (0.44) \end{gathered}$ | 7 |
| æ | $\begin{gathered} 0.97 \\ (0.71) \end{gathered}$ | 311 | $\begin{gathered} 0.94 \\ (0.59) \end{gathered}$ | 465 | $\begin{gathered} 0.92 \\ (0.48) \end{gathered}$ | 310 | $\begin{gathered} 0.85 \\ (0.37) \end{gathered}$ | 65 | $\begin{gathered} 1.08 \\ (0.43) \end{gathered}$ | 36 |
| $\varnothing$ | $\begin{gathered} 0.45 \\ (0.29) \end{gathered}$ | 252 |  |  |  |  |  |  |  |  |
| i |  |  | $\begin{gathered} 0.85 \\ (0.52) \end{gathered}$ | 123 | $\begin{gathered} 0.76 \\ (0.25) \end{gathered}$ | 92 | $\begin{gathered} 0.70 \\ (0.26) \end{gathered}$ | 52 | $\begin{gathered} 0.66 \\ (0.30) \end{gathered}$ | 12 |
| y | $\begin{gathered} 0.81 \\ (0.62) \end{gathered}$ | 328 | $\begin{gathered} 0.78 \\ (0.55) \end{gathered}$ | 256 | $\begin{gathered} 0.64 \\ (0.38) \end{gathered}$ | 55 | $\begin{gathered} \hline 0.83 \\ (0.31) \end{gathered}$ | 6 | $\begin{gathered} 0.73 \\ (0.30) \end{gathered}$ | 4 |
| $\mathrm{u}_{\mathrm{R}}$ |  |  | $\begin{aligned} & -0.45 \\ & (0.51) \end{aligned}$ | 290 | $\begin{gathered} -0.08 \\ (0.32) \end{gathered}$ | 113 |  |  |  |  |
| $\mathrm{u}_{\mathrm{R}}$ |  |  | $\begin{aligned} & \hline-0.55 \\ & (0.53) \end{aligned}$ | 123 | $\begin{gathered} -0.19 \\ (0.31) \end{gathered}$ | 35 |  |  |  |  |
| $\mathrm{i}_{\mathrm{R}}$ |  |  | $\begin{aligned} & 1.11 \\ & (0.42) \end{aligned}$ | 81 | $\begin{gathered} 0.97 \\ (0.30) \end{gathered}$ | 45 |  |  |  |  |
| $\mathrm{y}_{\mathrm{R}}$ |  |  | $\begin{aligned} & \hline 0.82 \\ & (0.50) \end{aligned}$ | 105 | $\begin{gathered} 0.60 \\ (0.29) \end{gathered}$ | 25 |  |  |  |  |
| Total |  | 1,980 |  | 2,215 |  | 1,295 |  | 291 |  | 146 |

Positional variation by harmonic pairing is displayed in Figure 4.12. For the three main harmonic pairings, the distribution of vowel F2 strongly resembles the Kazakh pattern. F2 of the back vowels increases by position without any obvious changes for the front vowel. Of the raised vowel alternations, the $\omega_{R}-i_{R}$ alternation exhibits the same type of behavior, but the $u_{R}-y_{R}$ pairing appears to show more symmetrical centralization. The full statistical model is presented in Table 4.18 below.


Figure 4.12: Uyghur F2 (z) by position and harmonic pairing

Similar to Kyrgyz, morphology exerts a significant effect on vowel F2 in Uyghur, with words derived from disyllabic roots being realized with higher F2 than words derived from monosyllabic roots [Root type: $\beta=0.33, \chi 2(1)=25.98, p<.001$; Backness : Root type: $\beta=-0.25, \chi 2(1)=8.09, p=.004$ ]. This effect is strongest among front vowels, 0.33 z , with only minimal effect among back vowels, 0.08 z ( 0.33 main effect +-0.25 interaction). This fronting effect diminishes throughout the word, like in Kazakh [Syllable : Root type: $\beta=-0.08, \chi 2(1)=7.05, p=.008$; Backness : Syllable : Root type: $\beta=-0.07, \chi 2(1)=$ $2.92, \mathrm{p}=.09$ ]. Figure 4.12 reports vowel F2 by root type for the first three syllables in Uyghur. Since raised vowels only occurred in words formed from disyllabic roots, they are not included in Figure 4.12.

Table 4.18: Model output for Uyghur

| Random effects |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Variance | SD |  |
|  | Speaker | (Intercept) | 0.03 | 0.17 |  |
|  |  | Syllable | 0.00 | 0.05 |  |
|  | Target vowel | (Intercept) | 0.37 | 0.61 |  |
|  |  | Syllable | 0.01 | 0.10 |  |
|  | Residual |  | 0.23 | 0.48 |  |
|  |  |  |  |  |  |
| Fixed effects |  |  |  |  |  |
|  |  | $\beta$ | SE | df | t-value |
|  | (Intercept) | 0.58 | 0.35 | 7 | 1.65 |
|  | Backness | -0.97 | 0.14 | 98 | -6.81 |
|  | Target height | -0.30 | 0.59 | 34 | -0.51 |
|  | Syllable | 0.01 | 0.06 | 10 | 0.11 |
|  | Root type | 0.33 | 0.06 | 4938 | 5.09 |
|  | Prec.C.Bilabial | -0.08 | 0.04 | 5426 | -1.95 |
|  | Prec.C.Coronal | -0.08 | 0.04 | 5355 | -1.91 |
|  | Prec.C.Dorsal | 0.01 | 0.05 | 5357 | 0.23 |
|  | Foll.C.Bilabial | -0.17 | 0.04 | 5428 | -3.97 |
|  | Foll.C.Coronal | -0.16 | 0.03 | 5370 | -6.02 |
|  | Foll.C.Dorsal | 0.11 | 0.04 | 5419 | 2.59 |
|  |  |  |  |  |  |
|  | Backness : Target height | -0.09 | 0.09 | 2690 | -1.09 |
|  | Backness : Syllable | 0.35 | 0.06 | 110 | 6.46 |
|  | Syllable : Root type | -0.08 | 0.03 | 5143 | -2.64 |
|  | Backness : Root type | -0.25 | 0.09 | 5117 | -2.85 |
|  | Target height : Prec.C.Bilabial | -0.03 | 0.08 | 3794 | -0.42 |
|  | Target height : Prec.C.Coronal | 0.17 | 0.08 | 3407 | 2.30 |
|  | Target height : Prec.C.Dorsal | -0.13 | 0.08 | 3996 | -1.72 |
|  | Target height : Foll.C.Bilabial | 0.20 | 0.05 | 5422 | 0.43 |
|  | Target height : Foll.C.Coronal | 0.34 | 0.48 | 5422 | 0.71 |
|  | Target height : Foll.C.Dorsal | -0.00 | 0.49 | 5422 | 0.00 |
|  |  |  |  |  |  |
|  | Backness : Syllable : Root type | -0.07 | 0.04 | 5243 | -1.70 |



Figure 4.13: F2 (z, with SD) in syllables 1-3 based on root type in Uyghur

In sum, Uyghur vowels exhibit a pattern of asymmetric fronting, whereby F2 of back vowels increases significantly in non-initial syllables. Morphology also affects the realization of vowel backness, producing fronting in both [-back] and [+back] vowel words derived from disyllabic roots.

### 4.3.5 Summary

This section reported results on the realization of vowel backness across positions to investigate positional changes in F2 and their relationship to position. Returning to the predictions from Section 2.5, two of the three predicted patterns of positional changes in vowel F2 were attested. Uzbek and Kyrgyz exhibit a relatively symmetrical pattern of F2 centralization. In contrast, Uyghur and Kazakh demonstrate an asymmetrical pattern, with F2 of back vowels increasing with no comparable shift in front vowel F2.

Additionally, this section has reported on results relating morphology to positional vowel backness. Morphology exerts the most force in Kyrgyz, making both front and back vowels more peripheral in words derived from disyllabic roots. Morphology affects the realization of vowel F2 less so in Uyghur, and almost none in both Kazakh and Uzbek. The role of morphology will factor into the formalization of harmony in Chapter 6.

The rest of this chapter focuses on the analysis of the two patterns attested in this section, comparing the phonetic and phonological accounts of gradience sketched earlier in the chapter.

### 4.4 Analysis

This section takes the empirical results from the previous section and develops an analysis of each pattern of positional shifts in F2. Throughout the section I will compare predictions from phonetic accounts of reduction and centralization with the empirical data, using extant phonetic accounts to assess the role that phonology and phonetics play in these patterns.

### 4.4.1 Possible analyses

Before working out the details of the analysis, recall the possible analyses laid out in Table 4.5, replicated below in Table 4.18. Three empirical patterns and five possible analyses were described. Of these, the first empirical pattern involves non-converging F2, where F2 of both classes of [back] vowels does not change by position. This analysis relies on both a categorical phonological module and the claim in Zsiga (1997) and Pearce (2008), that harmony blocks phonetic reduction. This type of pattern is attested in Turkish (Lanfranca 2012; Sabev \& Payne 2018), but does not match any of the patterns attested in this chapter.

Table 4.19: Schema for possible patterns and their analysis. Each pattern is paired with at least one analysis, which involves a phonological and phonetic component. Dashed lines indicate front vowel shifts, while solid lines indicate back vowel shifts.


The second possibility is symmetric convergence. In this pattern, F2 of both front and back vowels shift toward a relatively central value in non-initial syllables. This empirical pattern is most consistent with the data found for Kyrgyz and Uzbek. The analysis of these patterns depends on gradient phonetic reduction. Under this analysis, harmony in Kyrgyz categorically associates [back] to all vowels in the word within the phonological module. In the phonetics, though, non-initial vowels are reduced due to phonetic forces. In Uzbek, no harmony operates, but phonetic reduction similarly occurs during speech production and acoustic vowel contrasts are minimized in non-initial syllables. It is not immediately germane to this chapter to discuss the details of phonetic reduction in each language, but these effects may derive from various factors, including the prominence of prosodic edges, (e.g. initial strengthening: Fougeron \& Keating 1997; Cho 2005; Cho \& Keating 2009; final lengthening: Wightman et al. 1992; Tabain 2003) reduction in metrically defined weak positions (Savy \& Cutugno 1998; Fourakis 1991; Fourakis et al. 1999; Padgett \& Tabain 2005), phrase-level patterns of articulatory reduction (Vayra \& Fowler 1992; Johnson \& Martin 2001; Krakow et al. 1995; Nord 1986; Herman et al. 1997), or undershoot (Lindblom (1963).

The third empirical pattern in Table 4.18 involves an asymmetric shift in the vowel space. In this pattern, F2 of one class of vowels shifts toward the other while without any concomitant shifts attested for the other class of vowels. This pattern was found for Kazakh and Uyghur. To analyze the asymmetric fronting of back vowels in these two languages, three analyses are possible, underspecification, hypoarticulation, and gradient phonology.

### 4.4.1.1 Underspecification

First, positional changes in vowel quality may derive from coarticulation and underspecification. Interpolatory coarticulation occurs when distinct phonological specifications are separated by segments unspecified for the relevant feature. Cohn (1993) demonstrates that regressive coarticulatory nasalization
on English vowels results from interpolating from a consonant specified as [-nasal] across a vowel to another that is specified as [+nasal]. Cohn argues that interpolation is possible when the phonology of a language leaves a feature unspecified, which may then be filled in during phonetic implementation. In English, nasal interpolation may occur because nasality is not contrastive on vowels. Vowels immediately preceding a nasal are characterized by gradually increasing nasal airflow in preparation for the upcoming nasal consonant. Cohn (1993) also shows that such nasal interpolation does not occur in French, a language with phonologically contrastive nasality on vowels. She contends that this type of phonetic interpolation is constrained by phonological contrast, with interpolatory effects occurring only on segments that are not specified for the relevant phonological contrast (see also Keating 1988).

Thus, in a [+back] form, like the Kazakh word /balta-lar-dan/ 'axe-PL-ABL', only two positions receive a phonological specification, the initial syllable and the right edge of the word, which is also the end of the utterance. The initial syllable would be underlyingly specified as [+back], while the end of the utterance would be specified as [-back], in conformity with a language-specific default articulatory setting. It has been shown that default articulatory settings (sometimes called interspeech posture; Wilson \& Gick 2006; Gick et al. 2004) vary across languages. More importantly, in languages with vowel harmony, default articulatory settings are consistent with the unmarked feature value in the harmony system (Hudu 2010; Allen et al. 2013).

### 4.4.1.2 Adaptive hypoarticulation

Second, positional changes in vowel quality may also derive from what Lindblom (1990) calls adaptive hypoarticulation. Lindblom proposes that a speaker may reduce effortful articulations in predictable positions. In languages with vowel harmony controlled by the initial syllable, non-initial syllables are largely predictable based on the featural content of the initial-syllable vowel (Goldsmith \& Riggle 2012). In a language with harmony, a speaker can utilize a listener's expectations to produce a less
effortful version of the target vowel, reducing articulatory effort without compromising intelligibility.
This type of analysis can generate both symmetrical shifts as well as asymmetrical shifts, depending on the relative markedness of the feature values involved. In a symmetrical pattern, this analysis could be indistinguishable from articulatory reduction. For an asymmetrical shift, this analysis would require one particular value of the relevant feature to be more marked. The less economical (i.e. more effortful) articulatory configuration is reduced, incrementally shifting toward the more economical (i.e. less effortful) configuration. Since [+back] vowels are fronted in non-initial syllables, this suggests that [+back] is the more effortful articulatory configuration in Kazakh and Uyghur.

This analysis shares many of the same underpinnings as the underspecification analysis. In both, speech production is constrained by economization of effort, with [+back] being more effortful in Kazakh and Uyghur. However, under this analysis there is no requirement that non-initial vowels be left unspecified for [back] in the phonology. Under this analysis the phonology categorically maps the feature [back] to all syllables in the word, but then speech production modulates the received specification to minimize effort while maintaining efficient information transmission. ${ }^{6}$

[^5]
### 4.4.1.3 Gradient phonology

Third and finally, gradient vowel shifts may result from phonological, and not phonetic factors. Deriving gradient vowel fronting in Kazakh and Uyghur shares one key commitment with the other two analyses- $[+b a c k]$ is the marked feature value. Stated simply, under this analysis [+back] spreading peters out over the course of the word. If numerical values are substituted for binary feature values, with 1 being categorically [+back], and 0 being categorically [-back], the values for [back] in the Kazakh word, /balta-lar-dan/ 'axe-PL-ABL' would be something like /1-0.9-0.8-0.7/. McPherson \& Hayes (2016) argues that the frequency of harmony may peter out throughout the word, maintaining the assumption that phonological patterns are categorical. The particular analysis advocated herein, however, supposes that phonological patterns may be gradient, allowing subphonemic patterns to fall out from the phonology (see Cohn 2006; Ernestus 2011 for overviews on gradience in phonology).

### 4.4.2 Predictions and independent evidence

It should be clear that all three of the analyses just outlined can derive the asymmetric gradience attested in Kazakh and Uyghur. The real question is then, which of these is most appropriate. This question hinges upon the analytical commitments each analysis makes, along with their resultant predictions. The assumptions of each analysis are listed in (41).

Assumptions of each analysis
A. Underspecification

1. [+back] is the active feature value
2. Non-initial vowels are not specified for [back] in the phonology of each language
3. The production of non-initial vowels is constrained by economy, with all non-initial vowels shifting toward the default articulatory setting for the language.
B. Adaptive hypoarticulation
4. $\quad[+b a c k]$ is the active feature value
5. Non-initial vowels are specified for [back] in the phonology
6. The production of non-initial vowels is constrained by economy, with all vowels shifting toward the least effortful articulatory configuration in each language
C. Gradient phonology
7. [+back] is the active feature value
8. Non-initial vowels are specified for [back] in the phonology
9. The realization of non-initial vowels is not necessarily constrained by economy

In order to evaluate these assumptions, and the larger question of analytical superiority, I consider evidence from related aspects of Kazakh and Uyghur phonology below. I first address the shared assumption that [+back] is the active feature value, and then move on to address the phonological specification of non-initial vowels and the general constraints on vowel realization that fall out from each analysis.

Each analysis argues that the specific patterns of back vowel fronting in Kazakh and Uyghur derive from the markedness of [+back]. It is easy to see that this is not the only analytical possibility, though. It is possible that [-back] is active in each language, and the Turkological term palatal harmony indeed suggests that [-back] is marked, and therefore active in the language family. However, evidence
for the markedness of [+back] comes from several sources: loan word adaptation, dialectal variation, and high vowel fronting.

In Kazakh, loan words are typically borrowed with vowel pronunciations either faithful to the lending language, or with front vowels. Crucially, I know of no loan words with front vowels in the lending language that are borrowed with back vowels in Kazakh, although there are myriad examples of the reverse, some of which are shown below in Table 4.20. Words borrowed from Arabic, Persian, Russian, and Sogdian exhibit the same tendency, for words with back vowels to be borrowed with front vowels. The variety of languages borrowed from and the range of phonological adaptations are significant here. Persian and Arabic may produce the low vowel, /a/, with significant variation, from a more fronted, almost [æ]-like quality to [a] or [ $\Lambda$ ], making it possible to account for some Kazakh borrowing patterns from the surface phonetics, but the many cases of original /a/ being adapted as /ie/, in addition to the various other adaptations found below suggests a more general pattern of loan word fronting.

Table 4.20: Loan word adaptations in Kazakh

| Kazakh | Original | Vowel adaptation | Lending language | Gloss |
| :---: | :---: | :---: | :---: | :---: |
| sæliem ~ salam | sala:m | $\mathrm{a} \rightarrow$ æ | Arabic | peace |
| dynijie | dunja | $\mathrm{u} \rightarrow \mathrm{Y}$ | Arabic | world |
| æliem | ¢ala:m | $\mathrm{a} \rightarrow \mathfrak{\mathrm { x }}$ | Arabic | world |
| æskier | ¢aska:r | $\mathrm{a} \rightarrow$ æ | Arabic | soldier, army |
| miefit | masdzid | $\mathrm{a} \rightarrow$ ie | Arabic | mosque |
| miektiep | maktab | $\mathrm{a} \rightarrow$ ie | Arabic | school |
| kynæ | gonah | $\begin{aligned} & \mathrm{o} \rightarrow \mathrm{y}, \\ & \mathrm{a} \rightarrow \mathfrak{x} \end{aligned}$ | Persian | sin |
| kieruwien | ka:rava:n | $\mathrm{a} \rightarrow$ ie | Persian | caravan |
| kieriewiet | krovat ${ }^{\text {j }}$ | $\begin{aligned} & \mathrm{o} \rightarrow \mathrm{ie}, \\ & \mathrm{a} \rightarrow \mathrm{ie} \end{aligned}$ | Russian | bed |
| mæfinie (colloquial variant in southeast) | mafina | $\mathrm{a} \rightarrow$ æ | Russian | car |
| pætier | kfartira | $\mathrm{a} \rightarrow$ æ | Russian | apartment |
| sømkie | sumka | $\mathrm{u} \rightarrow \varnothing$ | Russian | luggage |
| bøtielkie | butilka | $\mathrm{u} \rightarrow \varnothing$ | Russian | bottle |
| kient | kand | $\mathrm{a} \rightarrow$ ie | Sogdian | town |

For Uyghur, Yakup (2005:187-189) describes a tendency for loans to be adapted to front vowels, and especially for initial-syllable $/ \mathrm{a} /$ in Persian and Arabic words to be adapted as /e/. Some examples from Yakup (2005) are shown in Table 4.20. Uyghur thus exhibits a similar tendency for loanwords to be borrowed with front vowels, indirectly suggesting the markedness of back vowels. Kenstowicz (2005) and Kang (2011) discuss cases of loanword adaptation where the borrowing language imposes a stricter requirement on borrowed words than on the native lexical strata. They call this pattern "retreat to the unmarked." In Table 4.21, the native inventory includes sounds very similar to the sounds adapted from Persian, Arabic, and Russian, /o a u a/. Nonetheless, those phonetically more similar sounds are bypassed
in adaptation in favor of the less marked feature value, [-back]. In Uyghur, both [+back] and [-back] vowels are licit, but in loans the preference for [-back] vowels is manifest in these patterns of adaptation.

Table 4.21: Loan word adaptations in Uyghur (Yakup 2005:187-189)

| Uyghur | Original | Vowel <br> adaptation | Lending language | Gloss |
| :--- | :--- | :--- | :--- | :--- |
| gø $\int$ | goft | $\mathrm{o} \rightarrow \varnothing$ | Persian | meat |
| dærgy $\int$ | darvi $\int$ | a $\rightarrow æ$ | Persian | dervish |
| heqi | Paql | $\mathrm{a} \rightarrow \mathrm{e}$ | Arabic | wisdom |
| ømyr | Pumr | $\mathrm{u} \rightarrow \varnothing$ | Arabic | life |
| mæhællæ | mahalla | $\mathrm{a} \rightarrow æ$ | Arabic | village |
| £øtkæ <br> (Turfan dialect) | Jotka | $\mathrm{o} \rightarrow ø$, <br> $\mathrm{a} \rightarrow æ$ | Russian | brush |
| ædijal | odejalo | $\mathrm{o} \rightarrow æ$ | Russian | blanket cover |

In addition to loans, dialectal variation supports the markedness of [+back] in both Kazakh and Uyghur. In Kazakh, speakers of eastern dialects may front words that are both written with back vowels and produced by speakers of other dialects as [+back]. For instance, (Niyazgalieva \& Turganalieva 2013:78) cites a number of examples, like /trrniektiep/ as a variant of /turnaqtap/ 'scratching' in southeastern varieties, and /ziewdiriep/ as a variant of/zawdurap/ 'showering' in southern varieties of the language. In Uyghur, a range of dialectal adaptations are attested. These varied adaptations show the same tendency to adapt back vowels as front. In all the loans presented in Yakup (2005:187-189), foreign $/ \mathrm{a} /$ is variably adapted as $/ \mathrm{a} /$ or $/ \mathfrak{æ} /$, as shown in Table 4.22 (see also Abdurehim 2014:79-80). While back vowels may be fronted, the reverse, where loans are backed, is to my knowledge unattested or at most, rare.

Table 4.22: Dialectal variation in Uyghur loanword adaptation (Yakup 2005:187-189)

| Kashgar <br> dialect | Turfan <br> dialect | Standard <br> Uyghur | Original | Gloss |
| :--- | :--- | :--- | :--- | :--- |
| adawæt | adagæt | adawæt | ada:wat | contradiction |
| æwwæl | agal | awal | awwal | first |
| Eælvi: | balvir | кælvir | кalbi:r | sieve |
|  | mejman | mehman | mehma:n | guest |

Finally, the proposal that [+back] is marked in these languages receives significant support from the realization of high vowels in word-final position. In general, marked values should be characterized by a more restricted distribution than their unmarked counterparts. One prime example of this is wordfinal high vowel fronting in Kazakh and Uyghur. In Uyghur, the contrast in backness and rounding among the high vowels is completely neutralized in absolute word-final position. Word-finally, all high vowels are realized as a very peripheral [i], as seen in Figure 4.14. In the figure, observe the expected distribution for F2 in closed syllables-/i/ and /y/ have high F2 while /u/ and /u/ have low F2. However, all high vowels are realized with F2 exceeding 2 z in final open syllables (i.e. word-finally), which is substantially higher than F2 of any vowel in any other position in the word.


Figure 4.14: F2 (z) of high vowels by position and syllable type in Uyghur

Word-final high vowels undergo fronting in Kazakh, as well. However, note in Figure 4.15 that this process is gradient, failing to completely neutralize acoustic differences between all four high vowels. Word-final $/ \mathrm{y} /$ is realized with F2 approximating word-final $/ \mathrm{I} /$, but word-final $/ \mathrm{u} /$ and $/ \mathrm{v} /$ are produced with F2 values in between canonical front and back vowels in the language.


Figure 4.15: F2 (z) of high vowels by position and syllable type in Kazakh

Word-final high vowel fronting suggests that [+back] is marked among the high vowels. High back vowels and high round vowels are not permitted word-finally in Uyghur, with all contrasts for backness and rounding neutralized to a very cardinal [i]. In Kazakh, those same contrasts are incompletely neutralized, shifting toward the front unrounded [r]. In tandem with loan word adaptation and dialectal variation in these two languages, high vowel fronting further supports the claim that [+back] is the marked feature value.

Markedness relations have traditionally been tied to featural activity - the marked feature value is the active feature value (Stewart 1967; Schachter 1969; Ultan 1973; Archangeli 1984; Smolensky 2006). Conversely, the unmarked feature value is inert. In OT, harmony is often formalized as two relations between markedness constraints. First, the general markedness constraint *[+F] must outrank the constraint *[-F]. Second, a harmony-motivating constraint, like AGREE[F] (Lombardi 1999; Baković 2000) must outrank *[+F], as well as the relevant faithfulness constraints. If the general markedness
constraint outranks the harmony-driver, then harmony fails (see e.g. Kiparsky \& Pajusalu 2003; Smolensky 2006 for discussion). The general state of affairs is aptly summarized by Baković (personal communication), "when harmony fails, markedness prevails." Among other factors discussed in Casali (2012), when harmony is blocked by some structural condition (e.g. the low vowel in Akan), the feature value of vowels further from the harmony trigger should provide evidence for the unmarked feature value in that language. In Akan, only [-ATR] vowels occur to the left of /a/. In Kyrgyz rounding harmony (Chapter 1), /a/ does not assimilate to [o] after [u] (as a markedness constraint *u...o), producing forms like [qul-dar] 'slave-PL' rather than *qul-dor. In longer words, only unrounded vowels occur to the right of unassimilated [a], e.g. quldardu 'slave-PL-ACC.' The generalization is that blocking reveals which feature value is marked. In the cases examined above, no exceptional morphemes or structural conditions demonstrate this, but the direction of gradience does. When harmony categorically fails, the unmarked feature value emerges. In like manner, when harmony fails gradiently, a less marked phonological output occurs. Thus the gradient, incomplete failure of harmony manifests the same markedness generalizations as in Akan and Kyrgyz. For Kazakh and Uyghur, the diagnostics discussed thus support the markedness of [+back], and as a consequence, its status as the active feature value in these languages.

Despite the different pattern of positional variation in Kyrgyz, I contend that Kyrgyz, too, exhibits the same featural asymmetry, with [+back] being the marked and active feature value. Based on my own experience, Kyrgyz is more likely than Kazakh to faithfully adapt loans from other languages. Perhaps my impressions derive from the relative paucity of loans in Kyrgyz compared to Kazakh. Regardless, Kyrgyz exhibits the same tendency to front back vowels in loans, as seen below in Table 4.23.

Table 4.23: Loanword adaptations in Kyrgyz

| Kyrgyz | Original | Vowel <br> adaptation | Lending language | Gloss |
| :--- | :--- | :--- | :--- | :--- |
| tameki | tabak | $\mathrm{a} \rightarrow \mathrm{e}$ | probably Russian <br> (possibly French or <br> Arabic) | tobacco |
| ystøl | stol | $\mathrm{o} \rightarrow \varnothing$ <br> anaptyptic [y] | Russian | table |
| kerebet | krovat | $\mathrm{o} \rightarrow \mathrm{e}$, <br> $\mathrm{a} \rightarrow \mathrm{e}$ | Russian | bed |
| myftøk | mundftuk | $\mathrm{u} \rightarrow \mathrm{y}$ | probably Russian <br> (possibly German) | bit (in horse's <br> mouth) |
| bøtølkø | butilka | $\mathrm{u} \rightarrow \varnothing$ | Russian | bottle |
| ømyr | Pumr | $\mathrm{u} \rightarrow \varnothing$ | Arabic | life |
| asker | Paskar | $\mathrm{a} \rightarrow \mathrm{e}$ | Arabic | soldier, army |

Kyrgyz dialectal variation also lends support for the markedness of [+back]. Standard Kyrgyz is based on the Northern dialect of the language, and where the Southern dialect diverges from the Northern, back vowels are fronted, especially to a ninth phonemic vowel, /æ/. Many have noted the significant influence of Uzbek on the Southern dialect of Kyrgyz, but one thing to note is that dialects of Uzbek do not have phonemic /æ/, but instead /a/ (Batmanov 1940; Reshetov \& Shoabdurahmonov 1978; Yunusaliev 1971; Ibrohimov 1967; Töjchiboyev \& Hasanov 2004). Thus, the introduction of /æ/ and its role in the phonology of the Southern dialect is not entirely reducible to Uzbek influence. All else being equal, this dialectal difference suggests a general dispreference for [+back].

Like Uyghur and Kazakh, Kyrgyz exhibits a pattern of high vowel fronting in absolute word-final position. In closed syllables, each target vowel shows no substantial difference in F2 in non-final and final syllables. However, in final open syllables, the back vowels show a large increase in F2. In short, the back vowels are fronted (in addition to centralization) in word-final position. This pattern in evident in Figure 4.16 below. Observe the significant increase in F 2 for $/ \mathrm{ur} \mathrm{u} /$ in final open syllables. When the
magnitude of this shift is compared to that found in closed syllables, on the left side of the figure, it is clear that this is fronting over and above the general centralization of non-initial vowels.

To summarize, all high vowels neutralize categorically to cardinal [i] in Uyghur, while the high vowels neutralize incompletely to [r] in Kazakh. In this respect, Uyghur and Kazakh differ in the categoricality of their fronting patterns. In Kyrgyz, the pattern is gradient and only affects a subset of the high vowel inventory. The high front vowels are unaffected while the two high back vowels, / $\mathrm{ul} u /$ undergo a phonetic fronting in Kyrgyz. Together with loanword adaptations and dialectal variation, high vowel fronting supports an analysis whereby [+back] is the feature value that is active (i.e. the marked value) for harmony in these three languages.


Figure 4.16: F2 (z) of high vowels by position and syllable type in Kyrgyz

Moving on to the second prediction, the underspecification analysis differs from both the hypoarticulation and gradient phonology accounts in that it predicts that non-initial vowels should be unspecified for [back] in the phonology, leaving phonetics to operate over segments unspecified for [back]. In all three languages, vowel backness triggers alternations on dorsal obstruents. When adjacent to a front vowel, either preceding or following, dorsal obstruents are produced with a velar place of articulation. In back vowel contexts, again either preceding or following, dorsal obstruents are produced with a uvular place of articulation. Some representative data are shown below in (42). In (42a), the nominative form occurs with a back vowel, indicating the underlying quality of the initial-syllable vowel. In (42b), the back vowel triggers a [+back] allomorph of the locative suffix, whose consonant is coronal, not dorsal. The first two examples in (42) indicate that [+back] is underlying in these words, and that the backness of the root determines the backness of the following suffix. In (42c-e), the dative suffix is attached to the same root, and the initial dorsal consonant of the dative suffix surfaces as uvular. In the front vowel words in $(42 \mathrm{~g})$, a front vowel root likewise triggers harmony on the following locative suffix. When a dorsal consonant follows a front vowel, as in ( $42 \mathrm{~h}-\mathrm{j}$ ), the dorsal surfaces as velar.

Dorsal alternations in Kyrgyz, Kazakh, and Uyghur

|  | Gloss | Kyrgyz | Kazakh | Uyghur |
| :--- | :--- | :--- | :--- | :--- |
| a. | head | baf | bas | baf |
| b. | head-LOC | baf-ta | bas-ta | baf-ta |
| c. | head-DAT | baf-qa | bas-qa | baf-qa |
| d. | honey-DAT | bal-sa |  | bal-sa |
| e. | honey-PL-DAT | bal-dar-sa | bal-dar-sa | bal-lar-sa |
|  |  |  |  |  |
| f. | five | bef | bies | bæf |
| g. | five-LOC | bef-te | bies-tie | bæf-tæ |
| h. | five-DAT | bef-ke | bies-kie | bæf-kæ |
| i. | lower back-DAT | bel-ge | biel-gie | bæl-gæ |
| j. | lower back-PL-DAT | bel-der-ge | biel-dier-gie | bæl-lær-gæ |

The dorsals are allophonic in Kyrgyz, but contrastive in Kazakh in Uyghur. In Kazakh, the dorsals contrast only word-initially (compare /qij/ 'manure' and /kij/ 'wear.IMP’); in Uyghur, the dorsals contrast only within roots (e.g. /qæjt/ 'pen point' and /kæjn/ 'rear'; /aq/ 'white' and /næq/ 'cash'). In all three languages, the dorsals are allophonically distributed in suffixes.

If non-initial vowels are not phonologically specified for [back], they should not trigger these dorsal alternations. Instead, only initial-syllable vowels, which are underlying specified for [back], should trigger these alternations. However, as seen above, this is incorrect. Non-initial vowels trigger these alternations (e.g. 42c,f) for place and manner of articulation, which demonstrates that non-initial vowels must be specified for [back] in the phonological component of the grammar. The fact that $/ \mathrm{g} /$ and $/ \mathrm{s} /$ alternate for harmony further suggests that this is a phonological alternation. There is no obvious phonetic reason for a slight difference in tongue body backness to result in a difference in constriction. In fact, this alternation is constrained by the inventory of these languages. In Lexical Phonology terms, this alternation is structure-preserving, one hallmark of phonological alternations. As a result, the underspecification account's requirement that harmony fall out from phonetic rather than phonological forces is simply incorrect.

Additionally, these three analyses also make different predictions regarding the economy of noninitial vowel production. The underspecification and hypoarticulation analyses both predict that noninitial vowels are produced in such a way as to minimize effort. The underspecification analysis posits effort minimization in the transition from an initial-syllable [+back] vowel to the edge of the utterance in the study, specified as [-back]. The hypoarticulation analysis posits reduction of effortful [+back] articulations in predictable (i.e. non-initial) contexts. Furthermore, the hypoarticulation analysis contends that all non-initial vowel production is constrained by economy, not just [+back] vowel realization. Thus, the absence of any significant positional shift among the front vowels must be due to their relative ease of articulation. In other words, this predicts that the F2 values characterizing the canonical front vowels in Uyghur and Kazakh are a proxy for the least effortful articulatory configurations in those languages.

However, this prediction is not consistent with high vowel fronting in Uyghur. One would expect high vowel fronting to produce vowels with the same F 2 value as $/ \mathrm{i} /$, but this process results in vowel far more anterior than /i/. If F2 of typical /i/ (more similar to [I]) in Uyghur is the least effortful articulatory configuration, then the exceedingly peripheral /i/ produced by this neutralization process must result in more effort. In short, word-final high vowel fronting is not economizing, and all non-initial vowel production should be under the hypoarticulation account. Moreover, I can envision no straightforward phonetic explanation that circumvents this, like increased perceptibility or some other plausible phonetic reason for this non-economizing pattern in Uyghur.

Defining what is more effortful is also a problem for the hypoarticulation account. If the account makes reference to [+back] completely independent of the articulatory or acoustic properties of the individual segments that comprise that class of vowels, the analysis depends on a phonological rather than phonetic class of sounds. If one tries to define a phonetic class of sounds corresponding to the phonologically [+back] vowels in either articulatory or acoustic terms, no single class is able to group /a uru / together. In articulatory terms, as Honda (1996) and Esling (2005) point out, the high back vowels are produced with different muscular coordination than the low back vowels. The low back vowels are produced with significant activation of the hyoglossus, which triggers retraction of the tongue, in contrast to the styloglossus, which is activated for the production of the high back vowels, resulting in tongue body raising. Thus, in a strict articulatory sense, the back vowels differ in their articulatory configuration. There is thus an articulatory difference between $/ \mathrm{a} / \mathrm{and} / \mathrm{mu} /$, which receives no straightforward explanation under this analysis. A similar issue arises if the back vowels are classified in terms of their acoustics. Acoustically, the problem vowel is $/ \mathrm{u} /$. Almost all previous descriptions conflate $/ \mathrm{u} / \mathrm{with} / \mathrm{i} /$, missing the fact that these vowels exhibit a degree of contrast that isn't predictable if they are simply allophones of /i/ (see Chapter 2). Acoustically, /u/ exhibits much higher F2 than the other back vowels, so much so that it is often misperceived as a front vowel. I can attest to my own trouble differentiating the two high unrounded vowels. Moreover, this vowel is more acoustically similar to $/ \mathrm{i} \varnothing \mathrm{y} /$ than $/ \mathrm{uog} /$,
so defining a natural class based on acoustics that groups $/ \mathrm{u} /$ with $/ \mathrm{u} a /$ to the exclusion of some front vowels is an issue. The essence of the problem is this - the vowels that participate in gradient fronting are definable in terms of a relatively abstract phonological class that isn't entirely reducible to articulatory or acoustic phonetics. Again, if one argues that backness should be more generally construed, generalizing over the articulatory differences that characterize these vowels, the analysis becomes phonological. To the degree that abstracted generalizations define the analysis, the analysis become more phonological and less phonetic.

Thus, the patterns of fronting in Uyghur and Kazakh are best analyzed as gradient phonology and not some form of phonetic reduction. These alternating vowels trigger structure-preserving alternations on the dorsal obstruents (e.g. [g]~[6]), consistent with a morphophonological pattern. In addition, at a more conceptual level, the gradient phonology account straightforwardly captures the fact that the [+back] vowels undergo fronting due to the petering out of harmony. If, as in hypoarticulation account, harmony assimilates each vowel fully in the phonology only to be masked by phonetic reduction the analysis involves two steps resembling a Duke of York derivation (Pullum 1976). Harmony operates on a class of vowels to make them [+back]. Then phonetics manipulates that very same set of vowels to make them less backed. If phonology may be gradient, as is already hinted at in works as early as Kiparsky (1985), then the gradient phonology analysis accounts for the data without recourse to multiple mechanisms. From a diachronic point of view, if phonology can access and manipulate gradient variables (e.g. Kiparsky 1985; Hayes et al. 2004; Lionnet 2017), there is nothing to prevent an evolutionary account whereby gradient phonology emerges from hypoarticulation. If phonology is limited to categorical variables only, the hypoarticulation may persist, but if gradience is permissible in both modules of the grammar, the phonological account offers a simpler explanation than hypoarticulation.

I will discuss some of the implications of this claim and its relevance for phonological analysis in Chapters 6 and 7. However, one important question is worth addressing at this point - am I claiming that all of phonology is gradient? In essence, should one extrapolate from the finding that morphophonology may be gradient to contend that all of phonology is, too?

Whether all phonology is gradient or not is a significant question, and my answers are distributed across the following chapters. I will preview my arguments at this point. First, although a number of writers have claimed that all phonology is gradient (e.g. Pierrehumbert et al. 2000; Silverman 2006; Tucker \& Warner 2010), I am not. It is a more conservative step to claim that morphophonology may be gradient than contending that it all is gradient. Until we have more empirical evidence, it seems prudent to make the smaller claim. Second, the languages examined in this chapter exhibit both categorical and gradient patterns, suggesting that both types coexist in the phonologies of these speakers. In Uyghur, backness harmony is gradient but word-final high vowel neutralization is categorical. In Kyrgyz, on the other hand, backness harmony is categorical, but word-final high vowel neutralization is gradient, only partially neutralizing the contrast between the back and front vowels. The Kyrgyz pattern conforms to the predictions of Lexical Phonology, with a categorical morphophonological pattern, harmony, paired with a gradient post-lexical pattern, word-final high vowel neutralization. The Uyghur data, though, suggest that morphophonology may be gradient while post-lexical phonology is categorical. The claim that all phonology is gradient thus appears to gloss over what may be very important distinctions between patterns within and across languages.

Even though I maintain a distinction between the categorical and the gradient, the two can be unified formally. In Chapter 6, I introduce gradient variables into Harmonic Grammar to derive gradient as well as categorical harmony patterns. Constraint weighting in a gradient Harmonic Grammar is sufficient to account for both, allowing a unified representational system. There is therefore no need to
represent Kyrgyz with a different set of representations from Kazakh and Uyghur. In this way, the categorical is only a special subcase of the gradient.

### 4.6 Summary

In this chapter I've presented acoustic evidence from Kyrgyz, Uzbek, Kazakh, and Uyghur addressing the categoricality of phonological patterns. In both Kyrgyz and Uzbek, vowels undergo gradient centralization while in Kazakh and Uyghur, [+back] vowels undergo asymmetric fronting. I discussed these results in the context of several competing phonetic and phonological analyses, contending that backness harmony is categorical in Kyrgyz, with gradient phonetic reduction. For Kazakh and Uyghur, though, backness harmony is gradient and phonological, which I have supported with the acoustic results reported along with independent evidence from the phonologies of these two languages. I have further presented evidence that gradient harmonies are probably present in a number of other language families, strengthening the claim that morphophonology, not just Turkic morphophonology, may be gradient.

If gradience is not the sole diagnostic for phonological versus phonetic patterns, then phonological theory needs a different set of criteria to differentiate the two. The next chapter and Chapter 7 focus on this topic. In the next chapter, I present results from several perception studies conducted during fieldwork to assess the perceptibility of the patterns described above, and in Chapter 7 I discuss a range of useful diagnostics for determining what is phonological and what is phonetic.

Chapter 5: The perceptibility of backness shifts in Kyrgyz, Kazakh, and Uyghur

The analysis presented in the previous chapter depends, at least in part, on the perceptibility of the shifts found in each language. In essence, if a subphonemic effect is phonological it should be perceivable. If a given effect is not perceivable, then the likelihood that speakers manipulate this information in their phonological grammar is seriously diminished. Generally speaking, phonological contrasts that are more distinct should be more easily maintained synchronically and more persistent diachronically. If a pattern or contrast is not perceivable, how do children learn it? If the child cannot attend to a slight acoustic or articulatory distinction, then what allows them to attend to and acquire that distinction in their language? This chapter presents evidence supporting the perceptibility of the acoustic effects reported in the previous chapter, and by extension, the phonological status of gradient harmony in Uyghur and Kazakh.

The chapter is structured as follows. In Section 5.1, I discuss previous work on "just noticeable differences" and the perceptibility of F2 shifts. In Section 5.2, I describe a perceptual experiment investigating perceptual boundaries in the three languages studied that exhibit relatively robust harmony systems, Kyrgyz, Kazakh, and Uyghur. In Section 5.3, I discuss how these perceptual findings relate to the claim that backness harmony is gradient in Kazakh and Uyghur but categorical in Kyrgyz, and the proposed requirement that phonological gradience be perceivable.

### 5.1 Just noticeable differences

The first and most general way to determine if the shifts in vowel backness reported in the previous chapter are perceivable is to compare the magnitude of these shifts with known thresholds in vowel perception. These have been called a just noticeable difference (sometimes JND) or difference limen (Flanagan 1955). In Flanagan's (1955) study, he finds that for differences in F2 (the primary
acoustic correlate of tongue backness), the JND is approximately $3-5 \%$ of the original stimulus item. To concretize this generalization, a vowel with F 2 of 1500 Hz should be distinguishable from a second vowel with F 2 of $1575 \mathrm{~Hz}(75=5 \%$ of 1500$)$. A vowel with F 2 of 1800 Hz is therefore predicted to be distinguishable from a second vowel with F2 of $1890(90=5 \%$ of 1800). Mermelstein (1978) finds that listeners are better able to discriminate between vowels in isolation than in consonantal contexts, with a 31\% decrease in performance in CVC syllables. More specifically, Mermelstein (1978) reports a mean JND of 142 Hz for the vowel /I/ in isolation, 174 Hz in /brb/ syllables, and 199 Hz in $/ \mathrm{grg} /$ syllables. In Flanagan's terms, these difference limens occur at roughly $6.5-9.5 \%$ of original /I/ F2. In contrast, Kewley-Port (2001) reports an average difference limen of $1.5 \%$ in optimal listening conditions (i.e. in isolation), and $5 \%$ in longer phonetic contexts with greater uncertainty. Throughout the chapter, I use the terms perceptually salient and perceivable interchangeably. If, according to the diagnostics used, a positional shift is perceivable, then it is perceptually salient.

### 5.1.1 Predictions

In the previous chapter, I claimed that asymmetric fronting of back vowels in Kazakh and Uyghur is phonological, while positional variation among the front vowels is phonetic. While it is plausible to consider JNDs for both increases and decreases in F2, below I consider decreasing F2 for the front vowels. In essence, I assume that initial-syllable vowels are the most categorically front or back, with potential reduction (phonological or phonetic) in non-initial syllables. Thus, if a given back vowel shift involves a decrease in F2 or a front vowel shift involves an increase in F2, these will be assumed to be phonetic, and the shift will not be compared to the predicted JND.

To determine how positional shifts in Uyghur, Kazakh, and Kyrgyz compare to these JND findings, it is not possible to use $z$-score normalized acoustic data. Since $z$-score normalized data produces values that span 0 , comparing percentages is problematic. For instance, a $5 \%$ JND for a vowel
with a mean F2 (z) of 0.0 is 0 . To meaningfully assess JNDs for these data, it is preferable to compare differences in raw Hz for each language with predicted JNDs. Below I compare mean group positional shifts in Hz with predicted JNDs from previous studies. If phonological distinctions must be perceivable, ${ }^{7}$ then the strongest claim is that for a given vowel, the difference in mean $\mathrm{F} 2(\mathrm{~Hz})$ for each syllable should be greater than an expected JND. ${ }^{8}$ Throughout we will assume a relatively conservative JND of $5 \%$. For a vowel with an initial-syllable mean F2 of 1500 Hz , a second-syllable mean should be at least $1575 \mathrm{~Hz}(1500 * 1.05=1575)$ to be perceived as distinctly more anterior than the initial syllable. Similarly, a third-syllable mean should be at least $1654 \mathrm{~Hz}(1575 * 1.05=1653.8)$ to be perceived as distinctly more anterior than the second syllable, and a fourth-syllable mean should be at least 1737 Hz $(1654 * 1.05=1736.7)$ to be perceived as distinctly more anterior than the third syllable. In total, this would involve a shift of 237 Hz across four syllables, or a shift of approximately 79 Hz per syllable. A weaker claim is that some positional shifts must exceed a JND, but that not all must. Finally, if all vowel shifts in Kyrgyz are phonetic in nature, then one might predict that all such shifts should not exceed reported JNDs. This is probably too strong of a prediction. Phonetic shifts may be perceivable, so perceptibility is not the differentiating factor between phonological and phonetic patterns. Instead, if phonological patterns must be perceptually salient and a given pattern is not, then we can infer that that pattern is not phonological in nature. In sum, if the positional shifts reported for Uyghur and Kazakh in Chapter 4 are perceptually salient, then at least some of these must exceed known difference limens. Conversely, if the positional shifts reported for Kyrgyz in Chapter 4 are not phonologically meaningful, then those positional shifts should be less likely to exceed known difference limens. To evaluate these predictions, mean F2 $(\mathrm{Hz})$ as well as beta values from a regression model will be examined. The

[^6]regression model is the same mixed-effects model described in the previous chapter, except the dependent variable is in raw Hz rather than normalized z -scores.

### 5.1.2 Predicted JND with production results

### 5.1.2.1 Uyghur

Nine Uyghur speakers Chunja (five females, mean age: 44.4 years, range: 19-63 years) living in Chunja, Kazakhstan produced 5,927 vowels in one- to five-syllable words. Mean F2 (in Hz ) by vowel and syllable number with standard deviations is reported below in Table 5.1. Observe that F2 of back vowels generally increases by syllable while F2 of front vowels does not systematically vary by syllable. Across some syllables, back vowel F2 actually decreases, e.g. /a/ from syllable 4 to 5 . Such variation is not predicted to be significant, since it does not follow the direction of the general pattern discussed in the previous chapter. Positional variation in Table 5.1 is also presented in Table 5.2, which compares positional shifts with estimated JNDs, assuming a threshold of $5 \%$.

Table 5.1: By-syllable F2 in Hz of alternating vowels in Uyghur. Parentheses show standard deviations.

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  | Syllable 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F2 | n | F2 | n | F2 | n | F2 | n | F2 | n |
| a | $\begin{aligned} & 1213 \\ & (150) \end{aligned}$ | 592 | $\begin{aligned} & 1382 \\ & (175) \end{aligned}$ | 523 | $\begin{aligned} & 1467 \\ & (181) \end{aligned}$ | 469 | $\begin{aligned} & 1524 \\ & (181) \end{aligned}$ | 71 | $\begin{aligned} & 1485 \\ & (168) \end{aligned}$ | 59 |
| u |  |  | $\begin{aligned} & 1481 \\ & (251) \end{aligned}$ | 114 | $\begin{aligned} & 1582 \\ & (210) \end{aligned}$ | 130 | $\begin{aligned} & 1572 \\ & (183) \end{aligned}$ | 85 | $\begin{aligned} & 1612 \\ & (133) \end{aligned}$ | 28 |
| u | $\begin{aligned} & 1010 \\ & (331) \end{aligned}$ | 290 | $\begin{aligned} & \hline 1174 \\ & (275) \end{aligned}$ | 135 | $\begin{aligned} & 1475 \\ & (254) \end{aligned}$ | 21 | $\begin{aligned} & 1363 \\ & (160) \end{aligned}$ | 12 | $\begin{aligned} & 1516 \\ & (131) \end{aligned}$ | 7 |
| $\mathfrak{æ}$ | $\begin{aligned} & 1891 \\ & (344) \end{aligned}$ | 311 | $\begin{aligned} & 1882 \\ & (302) \end{aligned}$ | 465 | $\begin{aligned} & 1867 \\ & (261) \end{aligned}$ | 310 | $\begin{aligned} & 1833 \\ & (241) \end{aligned}$ | 65 | $\begin{gathered} 1947 \\ (246) \end{gathered}$ | 36 |
| i |  |  | $\begin{aligned} & 1820 \\ & (196) \end{aligned}$ | 123 | $\begin{aligned} & 1799 \\ & (173) \end{aligned}$ | 92 | $\begin{aligned} & 1780 \\ & (179) \end{aligned}$ | 52 | $\begin{aligned} & 1792 \\ & (200) \end{aligned}$ | 12 |
| y | $\begin{aligned} & 1815 \\ & (289) \end{aligned}$ | 328 | $\begin{aligned} & 1817 \\ & (239) \end{aligned}$ | 256 | $\begin{aligned} & 1749 \\ & (181) \end{aligned}$ | 55 | $\begin{aligned} & \hline 1759 \\ & (138) \end{aligned}$ | 6 | $\begin{aligned} & 1763 \\ & (154) \end{aligned}$ | 4 |
| raised <br> u |  |  | $\begin{aligned} & 1303 \\ & (208) \end{aligned}$ | 290 | $\begin{aligned} & 1447 \\ & (159) \end{aligned}$ | 113 |  |  |  |  |
| raised u |  |  | $\begin{aligned} & 1261 \\ & (254) \end{aligned}$ | 123 | $\begin{aligned} & 1416 \\ & (196) \end{aligned}$ | 35 |  |  |  |  |
| raised i |  |  | $\begin{aligned} & 1992 \\ & (262) \end{aligned}$ | 81 | $\begin{aligned} & 1900 \\ & (187) \end{aligned}$ | 45 |  |  |  |  |
| $\begin{aligned} & \text { raised } \\ & \text { y } \end{aligned}$ |  |  | $\begin{aligned} & 1831 \\ & (234) \end{aligned}$ | 105 | $\begin{aligned} & 1768 \\ & (164) \end{aligned}$ | 25 |  |  |  |  |
| Total |  | 1,521 |  | 2,215 |  | 1,295 |  | 291 |  | 146 |

In Table 5.2, observe the difference in shifts that exceed the estimated JND by vowel backness. Of the 26 positional shifts presented below, 8 of 13 shifts for the [+back] vowels exceed estimated JNDs while none of 13 shifts for the [-back] vowels exceed their estimated JNDs. Observe also that perceptible shifts are largely localized to the first three syllables. All seven shifts in the first three syllables are predicted to be perceptible for the [+back] vowels below, but only one of six is predicted to be perceptible in syllables four and five. Additionally, although positional differences for $/ \mathrm{u} /$ in syllables 3 and 4 and /æ/ in syllables 4 and 5 are greater than predicted JNDs, they are critically in the wrong direction, since the front vowel is fronted and the back vowel is backed.

Table 5.2: By-syllable shifts in F2 in Hz compared with estimated just noticeable differences (JND; 5\% threshold) in Uyghur. Shifts which exceed JNDs but in the wrong direction are marked with W.D.

|  |  | $\sigma 1-\sigma 2$ |  |  | б2- $\sigma 3$ |  |  | $\sigma 3-\sigma 4$ |  |  | $\sigma 4-\sigma 5$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\Delta \mathrm{F} 2$ | JND | $\begin{aligned} & \Delta \mathrm{F} 2 \\ & > \\ & \mathrm{JND} \end{aligned}$ | $\Delta \mathrm{F} 2$ | JND | $\begin{aligned} & \Delta \mathrm{F} 2 \\ & > \\ & \mathrm{JND} \end{aligned}$ | $\Delta \mathrm{F} 2$ | JND | $\begin{aligned} & \Delta \mathrm{F} 2 \\ & > \\ & \mathrm{JND} \end{aligned}$ | $\Delta \mathrm{F} 2$ | JND | $\begin{aligned} & \Delta \mathrm{F} 2 \\ & > \\ & \mathrm{JND} \end{aligned}$ |
| [+bk] | a | 169 | 61 | $\checkmark$ | 85 | 63 | $\checkmark$ | 57 | 66 |  | -39 | 70 |  |
|  | u |  |  |  | 101 | 74 | $\checkmark$ | -10 | 78 |  | 30 | 82 |  |
|  | URaised |  |  |  | 144 | 65 | $\checkmark$ |  |  |  |  |  |  |
|  | u | 164 | 51 | $\checkmark$ | 301 | 53 | $\checkmark$ | -112 | 56 | W.D. | 153 | 59 | $\checkmark$ |
|  | $\mathrm{u}_{\text {Raised }}$ |  |  |  | 155 | 63 | $\checkmark$ |  |  |  |  |  |  |
| [-bk] | $\mathfrak{æ}$ | -9 | 95 |  | -15 | 94 |  | -34 | 93 |  | 114 | 92 | W.D. |
|  | i |  |  |  | -21 | 91 |  | -19 | 90 |  | 12 | 89 |  |
|  | $\mathrm{i}_{\text {Raised }}$ |  |  |  | -92 | 100 |  |  |  |  |  |  |  |
|  | y | 2 | 91 |  | -68 | 91 |  | 10 | 87 |  | 4 | 88 |  |
|  | YRaised |  |  |  | -63 | 92 |  |  |  |  |  |  |  |

When the statistical model from the previous chapter is used to analyze F2 (Hz), the model predicts that front vowels exhibit a non-significant shift in F2 by position $\left[\beta=-0.2, \chi^{2}(1)=0, p=1\right]$. On the other hand, the back vowels exhibit an increase of approximately 152 Hz by syllable $\left[\beta=152.3, \chi^{2}(1)=35.13, p<\right.$ .001]. The beta value output by the statistical model, $152.1 \mathrm{~Hz}(152.3-0.2=152.1)$, far exceeds any of the estimated JNDs in Table 5.2. Thus, the statistical model predicts that [+back] vowel positional shifts are, in general, perceptible in Uyghur, but [-back] vowel shifts are not. Although the model predicts that the general trend toward fronting of back vowels, the model does not differentiate between the larger, earlier shifts and later, smaller shifts. In Table 5.2, the vast majority of shifts that exceed proposed JNDs are in the first three syllables, with only two shifts in the final two syllables exceeding the proposed JND.

### 5.1.2.2 Kazakh

Nine Kazakh speakers (seven females, mean age: 33.4 years, range: 19-49 years) living in Taldykorgan, Kazakhstan produced 5,342 vowels in one- to four-syllable words. Mean F2 (in Hz) by vowel and syllable number with standard deviations is reported in Table 5.3. Observe that F2 of the back vowels generally increases in non-initial syllables while F2 of front vowels does not systematically shift by position. Among the front vowels, though, observe that F2 increases in fourth syllables. Also, noninitial $/ \mathrm{y} /$ shows monotonic increases in F 2 , similar to the back vowels. The shifts in Table 5.3 are also demonstrated in Table 5.4, which compares positional shifts with estimated JNDs, again assuming a threshold of $5 \%$.

Table 5.3: By-syllable F2 in Hz of alternating vowels in Kazakh. Parentheses show standard deviations.

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F2 | n | F 2 | n | F 2 | n | F 2 | n |
| a | $1228(200)$ | 277 | $1487(195)$ | 519 | $1565(180)$ | 345 | $1610(144)$ | 64 |
| u | $1231(200)$ | 264 | $1293(227)$ | 231 | $1511(264)$ | 167 | $1670(128)$ | 35 |
| U | $986(133)$ | 264 | $1182(234)$ | 236 | $1499(279)$ | 61 | $1696(88)$ | 6 |
| ie | $2313(227)$ | 258 | $2199(252)$ | 724 | $2189(279)$ | 464 | $2270(240)$ | 83 |
| I | $1879(193)$ | 212 | $1847(189)$ | 293 | $1828(199)$ | 209 | $1846(222)$ | 53 |
| Y | $1625(282)$ | 234 | $1712(173)$ | 258 | $1726(229)$ | 76 | $1846(102)$ | 9 |
| Total |  | 1,509 |  | 2,261 |  | 1,322 |  | 250 |

The predicted perceptibility of vowel shifts in Kazakh differs largely by vowel backness. As in Uyghur, [+back] vowels exhibit more perceptible shifts than [-back] vowels. Of the nine positional shifts among [+back] vowels in Table 5.4, eight of them are predicted to be perceptible. In contrast, only one of the nine [-back] vowel shifts is predicted to be perceptible. Similar to Uyghur, the perceptibility of [+back]
vowel shifts is larger in the first three syllables, but unlike Uyghur, shifts among both high vowels are predicted to exceed thresholds of perception in fourth syllables, too.

Table 5.4: By-syllable shifts in F2 in Hz compared with estimated just noticeable differences (JND; 5\% threshold) in Kazakh. Shifts which exceed JNDs but in the wrong direction are marked with W.D.

|  |  | $\sigma 1-\sigma 2$ |  |  | $\sigma 2-\sigma 3$ |  |  | $\sigma 3-\sigma 4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\Delta \mathrm{F} 2$ | JND | $\Delta \mathrm{F} 2>\mathrm{JND}$ | $\Delta \mathrm{F} 2$ | JND | $\Delta \mathrm{F} 2>\mathrm{JND}$ | $\Delta \mathrm{F} 2$ | JND | $\Delta \mathrm{F} 2>\mathrm{JND}$ |
| [+bk] | a | 259 | 61 | $\checkmark$ | 78 | 74 | $\checkmark$ | 45 | 78 |  |
|  | u | 62 | 62 | $\checkmark$ | 218 | 65 | $\checkmark$ | 159 | 76 | $\checkmark$ |
|  | v | 196 | 49 | $\checkmark$ | 317 | 59 | $\checkmark$ | 197 | 75 | $\checkmark$ |
| [-bk] | ie | -144 | 116 | $\checkmark$ | -10 | 110 |  | 81 | 109 |  |
|  | 1 | -32 | 94 |  | -19 | 92 |  | 18 | 91 |  |
|  | Y | 87 | 81 | W.D. | 14 | 86 |  | 120 | 86 | W.D. |

As a second avenue for comparing positional shifts with estimated thresholds of perception, the statistical model from the previous chapter predicts insignificant reductions in front vowel F2 by position $\left[\beta=-24.1, \chi^{2}(1)=0.71, p=.4\right]$, but highly significant increases in back vowel F 2 by position $[\beta=129.7$, $\left.\chi^{2}(1)=7.14, \mathrm{p}<.001\right]$. Thus, the statistical model predicts that back vowels will exhibit an average increase in F2 of around $106(129.7-24.1=105.6) \mathrm{Hz}$ by syllable. Such a shift would exceed all predicted JNDs in Table 5.4, suggesting that back vowel shifts are perceptible in Kazakh.

### 5.1.2.3 Kyrgyz

Thirteen Kyrgyz speakers (eleven females, mean age: 35.0 years, range: 18-57 years) living in Bishkek, Kyrgyzstan produced 9,374 vowels in one- to four-syllable words. Mean F2 (in Hz) by vowel
and syllable number with standard deviations is reported in Table 5.5. Observe that, in contrast to the Uyghur and Kazakh data above, positional variation is much smaller in Kyrgyz. Generally speaking, back vowels show increasing F2 in non-initial syllables while front vowel show relatively symmetrical decreases in F2 in non-initial syllables. The most acoustically central vowels / w $\varnothing$ / do not entirely conform to these generalizations, though. For instance, F2 of /ø/ increases monotonically while F2 of /um/ decreases from syllable one to two below. The shifts in Table 5.5 are also demonstrated in Table 5.6, which compares positional shifts with estimated JNDs, assuming as in Uyghur and Kazakh a threshold of $5 \%$.

Table 5.5: By-syllable F2 in Hz of alternating vowels in Kyrgyz. Parentheses show standard deviations.

|  | Syllable 1 |  | Syllable 2 |  | Syllable 3 |  | Syllable 4 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F2 | n | F2 | n | F 2 | n | F 2 | n |
|  | $1296(173)$ | 514 | $1520(168)$ | 644 | $1539(151)$ | 420 | $1573(125)$ | 62 |
| o | $1054(177)$ | 438 | $1152(139)$ | 327 | $1159(122)$ | 156 | $1173(130)$ | 27 |
| u | $1702(243)$ | 587 | $1608(259)$ | 496 | $1797(330)$ | 231 | $1886(260)$ | 38 |
| u | $922(204)$ | 276 | $1073(193)$ | 239 | $1139(208)$ | 106 | $1133(166)$ | 13 |
| e | $2246(223)$ | 550 | $2125(226)$ | 535 | $2069(227)$ | 341 | $2026(275)$ | 64 |
| ø | $1553(238)$ | 423 | $1588(147)$ | 406 | $1611(140)$ | 254 | $1650(134)$ | 65 |
| i | $2428(227)$ | 423 | $2312(241)$ | 385 | $2345(292)$ | 224 | $2326(244)$ | 38 |
| y | $1790(354)$ | 425 | $1768(176)$ | 393 | $1691(274)$ | 228 | $1817(141)$ | 46 |
| Total |  | 3,636 |  | 3,425 |  | 1,960 |  | 353 |

Comparing the magnitude of the positional shifts in Kyrgyz, which are shown in Table 5.6, with the shifts in Kazakh and Uyghur, the shifts in Kyrgyz are much smaller. Of the twelve potentially perceptible shifts for each class of [back] vowels in the language, only five [+back] vowel shifts exceed their associated

JND, and only one [-back] vowel shift exceeds its associated JND. In Kazakh, eight of nine, and in Uyghur eight of thirteen [+back] vowel shifts exceed their estimated JND, but in Kyrgyz only five of twelve [+back] vowel shifts exceed their estimated perceptual threshold. In Kyrgyz, these differences largely occur from the first to the second syllable, consistent with the analysis in McCollum (2019), which proposes that positional shifts in Kyrgyz reflect strengthening of the initial syllable.

Table 5.6: By-syllable shifts in F2 in Hz compared with estimated just noticeable differences (JND; 5\% threshold) in Kyrgyz

|  |  | $\sigma 1-\sigma 2$ |  |  | б2- $\sigma 3$ |  |  | б3- $\sigma 4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\Delta \mathrm{F} 2$ | JND | $\Delta \mathrm{F} 2>\mathrm{JND}$ | $\Delta \mathrm{F} 2$ | JND | $\Delta \mathrm{F} 2>\mathrm{JND}$ | $\Delta \mathrm{F} 2$ | JND | $\begin{aligned} & \hline \Delta \mathrm{F} 2> \\ & \mathrm{JND} \end{aligned}$ |
| [+bk] | a | 224 | 65 | $\checkmark$ | 19 | 76 |  | 34 | 77 |  |
|  | 0 | 98 | 53 | $\checkmark$ | 7 | 58 |  | 14 | 58 |  |
|  | u | -94 | 85 | wrong direction | 189 | 80 | $\checkmark$ | 89 | 90 |  |
|  | u | 151 | 46 | $\checkmark$ | 66 | 54 | $\checkmark$ | -6 | 57 |  |
| [-bk] | e | -121 | 112 | $\checkmark$ | -56 | 106 |  | -43 | 103 |  |
|  | $\varnothing$ | 35 | 78 |  | 23 | 79 |  | 39 | 81 |  |
|  | i | -116 | 121 |  | 33 | 116 |  | -19 | 117 |  |
|  | y | -22 | 90 |  | -77 | 88 |  | 126 | 85 | wrong direction |

Using the predictions from the linear regression as a tool to generally compare positional shifts with estimated JNDs, front vowels exhibit a statistically significant reduction in F2 by position $\left[\beta=-37.5, \chi^{2}(1)\right.$ $=4.50, \mathrm{p}=.03$ ]. In addition, the back vowels exhibit a significant increase in F 2 by position $[\beta=57.5$, $\chi^{2}(1)=5.41, \mathrm{p}=.02$. Thus, front vowels exhibit a by-syllable decrease in F2 of approximately 38 Hz , and back vowels exhibit a by-syllable increase in F2 of approximately $20 \mathrm{~Hz}(57.5-37.5=20)$. When these values are compared to the estimated JNDs in Table 6 above, though, these predicted positional
differences do not exceed or even approximate estimated JNDs. Thus, the statistical model, in tandem with a relatively conservative estimate of a $5 \% \mathrm{JND}$, predicts that attested shifts in Kyrgyz are not perceptible.

### 5.1.3 Summary

Mean differences in F2 as well as predictions from the mixed effects regression discussed in Chapter 4 are used above to assess the incremental perceptual salience of positional shifts in Uyghur, Kazakh, and Kyrgyz. Generally speaking, [+back] vowel shifts are predicted to be more perceptually salient in Uyghur and Kazakh, while not reaching the threshold of perceptibility in Kyrgyz. Moreover, [-back] vowel shifts, generally, are not predicted to be perceivable in any of these three languages.

Results from both types of comparisons above are summarized in Table 5.7. In the topmost portion of the table, the individual back vowels vowels whose positional shifts exceed predicted JNDs are counted and listed. For instance, in Uyghur, F2 of /a/ and /u/ increases from syllable one to two exceed expected JNDs. Similarly, the individual front vowels whose positional shifts exceed predicted JNDs are counted and listed in the bottom portion of the table.

Table 5.7: Summary of positional shifts compared to just noticeable differences (JNDs; using a 5\% threshold)

|  | Perceptibility |  | Uyg |  |  |  | Kazakh |  |  | yrgyz |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [+back] | Mean positional shift $>\mathrm{JND}$ ? | 8/13 |  |  |  | 8/9 |  |  | 4/12 |  |  |
|  |  | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ | $\sigma_{4-5}$ | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ |
|  |  | $\mathrm{a}, \mathrm{u}$ | $\begin{aligned} & \mathrm{a}, \mathrm{w}, \mathrm{u}, \\ & \mathrm{~m}_{\mathrm{R}}, \mathrm{u}_{\mathrm{R}} \end{aligned}$ |  | u | $\overline{\mathrm{a}, \mathrm{u},}$ | $\underset{v}{\mathrm{a}, \mathrm{u},}$ | u, v | $\begin{gathered} \hline \mathrm{a}, \mathrm{o}, \\ \mathrm{u} \end{gathered}$ | $\mathrm{u}, \mathrm{u}$ |  |
|  | Predicted shifts from regression model > JND? | $\checkmark$ |  |  |  | $\checkmark$ |  |  | $x$ |  |  |
| [-back] | Mean positional shift $>$ JND? | 0/13 |  |  |  | 1/9 |  |  | 1/12 |  |  |
|  |  | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ | $\sigma_{4-5}$ | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ |
|  |  |  |  |  |  | ie |  |  | e |  |  |
|  | Predicted shifts from regression model > JND? | X |  |  |  | X |  |  | X |  |  |

The findings above support a general distinction between Uyghur and Kazakh on the one hand, and Kyrgyz on the other. Attested incremental positional shifts in Uyghur and Kazakh are, generally speaking, more likely to be perceptually salient than those in Kyrgyz. Returning to the predictions from the beginning of this section, only Kazakh approaches the strongest requirement, namely that all positional shifts should exceed predicted JNDs. Recall that the weaker requirement demands only that some positional shifts must exceed their associated JNDs to be considered perceivable, and thus potentially phonological in nature. All three languages, to varying degrees, meet this weaker requirement. In sum, these findings provide general support for a distinction between these languages, but these estimates cannot in and of themselves really answer the question at hand, are these positional shifts perceivable. In part, these results cannot definitively establish the perceptibility of these shifts because JND estimates are based on perception research on other languages, mainly English, and may not
translate to these particular languages. Manuel (1990) argues that variation in production is predictable based on the size and density of a language's vowel space. In languages with more vowel contrasts coarticulatory effects are smaller. One plausible prediction from Manuel's findings is that vowel perception is similarly modulated by the number of vowel contrasts in a given language. In the three languages examined above, JNDs for the non-low vowels may thus be smaller, given the nature of each language's vowel space. Therefore, it would be much more informative to assess the perceptual capacities of native speakers. The next section does just that, investigating perceptual thresholds in each of these three languages.

### 5.2 Perceptual thresholds

This section describes a perception experiment conducted during fieldwork to determine general perceptual boundaries between alternating vowels in Uyghur, Kazakh, and Kyrgyz. Section 5.2.1 lays out a set of predictions, Section 5.2.2 describes the methods used, and Section 5.2.3 discusses results from each language. Moving on from there, Section 5.2.4 discusses results and how they relate to the larger issue of perceptual salience and phonological phenomena.

### 5.2.1 Predictions

It has been argued for some time that consonant perception is, in some ways, categorical (Eimas et al. 1971; Eimas \& Corbit 1973). Eimas and colleagues find that the perception of stop voicing, for instance, is relatively categorical along the voice onset time (VOT) continuum. An adapted plot from Eimas \& Corbit (1973:104) is shown below in Figure 5.1. In the plot, all stimuli with VOT less than 30 milliseconds are perceived as $/ \mathrm{b} /$ while all stimuli with VOT greater than or equal to 50 milliseconds are perceived as / p / with a steep curve spanning the relatively small perceptual boundary between the two.


Figure 5.1: Stop voicing perception in terms of voice onset time (VOT) for the English /b-p/ contrast (adapted from Eimas \& Corbit 1973:104)

In contrast to consonant perception, vowel perception is far more gradient. The perception of vowel qualities exhibits much more indeterminacy between vowel categories than perception of consonant voicing (Fry et al. 1962; Stevens et al. 1969). For instance, in Fry et al.'s (1962) seminal study on vowel perception, they assessed native English speakers' perception of synthesized vowel stimuli. Vowels differed in both F1 and F2, ranging from $/ \mathrm{I} /$ to $/ \varepsilon /$ to $/ æ /$. Each vowel phoneme exhibits a peak of responses surrounding its perceptual center with, crucially, gradually decrease rates of perception as distance from that center increases. This is evident in Figure 5.2 below, recreated from data in Fry et al. (1962). As F1 increases and F2 decreases along the continuum described in Fry et al. (1962), the rate of /I/responses gradually diminishes to zero. At the other end of the continuum, rates of $/ æ /$ responses gradually increase to $100 \%$, and in the middle, $/ \varepsilon /$ responses dominate.


Figure 5.2: Percent vowel response by stimulus number (continuum varying between /I/ and $/ \mathfrak{\not} /$ )

Vowel perception plots can often be divided into three regions for a two-way vowel contrast (e.g. $/_{\mathrm{I}} /-/ \varepsilon /$ ), which is schematized below in Figure 5.3. In Figure 5.3, a sigmoid curve approximating the perception of two neighboring vowel categories, $A$ and $B$, is shown. I suggest there are three regions of such a plot. Two regions represent relatively consistent percepts; those areas are shaded in grey. The third area is the intermediate portion of the acoustic space wherein more uncertainty exists. In this intermediate space, both inter- and intra-speaker variability is often more pronounced, as speakers attempt to categorize stimuli that do not fall neatly into Category A or B .


Figure 5.3: Schematized perception of two vowel categories, /A/ and /B/

If the perceptibility of the positional shifts examined is conceived of in these terms, one strong prediction is that all perceptible shifts should cross a boundary between a relatively constant percept and the zone of uncertainty. In terms of Figure 5.3, if vowel /A/ shifts toward vowel /B/ in some positions, and if Stimuli 1 and 2 represent categorical tokens of vowel category / A/, then vowel/A/'s positional shifts are only perceptually salient if they result in acoustic qualities that approximate or exceed Stimulus 5, which serves as an approximate boundary between the zone of uncertainty and the domain of consistent /A/ perceptual judgments. Instead, if/B/ exhibits positional shifts toward/A/, and if Stimuli 14 and 15 represent categorical tokens of $/ \mathrm{B} /$, then category $/ \mathrm{B} /$ 's shifts are perceptually salient if and only if they approximate or cross over the acoustic qualities of Stimulus 9 , the approximate boundary between the zone of consistent /B/ percepts and the zone of uncertainty. Uncertainty is a key diagnostic for the perceptibility of a given shift. If native speakers are not able to consistently judge a given vowel token as
either $/ \mathrm{A} /$ or $/ \mathrm{B} /$, but exhibit variation both within- and across-participants, this suggests that the surface quality of that vowel is not categorically $/ \mathrm{A} /$ or $/ \mathrm{B} /$, but something between the two. I will treat positional shifts that produce vowels that cross over into this zone of uncertainty as perceivable. Note that this complements the incremental assessment of positional shifts above. The question here does not relate to syllable-to-syllable differences so much, but rather to the relationship between each member of an alternating pair. Under the criterion that phonological patterns must be perceivable, shifts that span from one zone of reliability into the zone of uncertainty are candidates for being phonological. In contrast, vowel shifts that do not extend into the zone of uncertainty will be regarded as phonetic, since they are not obviously perceivable. This sort of variation is construed as normal within-phoneme variation.

### 5.2.2 Methods

### 5.2.2.1 Stimuli

Stimuli were generated for alternating [back] pairing in each language. Four pairs of stimuli were created for Kyrgyz, /a/-/e/,/o/-/ø//, /u//-/i/, and /u/-/y/, three pairs were created for Kazakh, /a-ie/,/u-i/, and $/ \tau-\mathrm{y} /$, and two pairs for Uyghur, $/ \mathrm{a}-æ /$, and $/ \mathrm{u}-\mathrm{y} /$. Stimuli were generated from a single female Kazakh speaker residing in San Diego, CA. Given the similarity of the vowel spaces in these languages and lack of access to speakers of other languages, modifying her tokens to more accurately reflect the phonetic properties of vowels in the other two languages was preferable to synthesizing vowels. The resultant sounds were more natural sounding than computer-synthesized vowel, and only minor modifications were necessary to approximate Uyghur and Kyrgyz vowel qualities.

Vowels were synthesized using a script from Matt Winn (Winn \& Litovsky 2015; see also mattwinn.com/praat.html). The script takes two input sound files and synthesizes a specified number of sounds on a continuum between the two inputs. For this study, a seven-step continuum was created by manipulating F1 and F2, with each endpoint representing an input sound file. All other acoustic
parameters, e.g. higher formants, duration, were held constant across each continuum. Between each harmonic pairing five roughly equidistant intermediate qualities were created. Three acoustic adjustments were made to better reflect the phonetic characteristics of Kyrgyz and Uyghur. First, F1 of Kazakh /v/ was reduced to more closely approximate $/ \mathrm{u} /$ in the other two languages. Second, F1 of Kazakh /I/ was reduced prior to continua construction via the formant modulation portion of Winn's script. Similarly, F2 was increased to more closely reflect /i/ in Kyrgyz; third, the initial portion of Kazakh/ie/ was excised, leaving a more monophthongal [e]-like sound, which better reflects Kyrgyz/e/. Finally, Kazakh /æ/ does not regularly alternate with /a/ for harmony, but was used to create Uyghur /æ/.

All sounds synthesized were embedded within an actual (C)VC word from each language producecd by a Kazakh speaker. Two words were created for each member of each alternating pair. A list of sample stimuli for each language is presented below in Table 5.8. Additionally, since all pairings are constrained by phonological height (or potentially length in Kazakh), vowel duration does not substantially differ within each pairing. For consistency, all vowel durations within each pairing were identical, and the intensity for all stimuli was scaled to 75 dB and overlaid with an identical, gradually falling f0 track. F1-F2 plots for the Kazakh $/ \mathrm{I}-\mathrm{m} /$ and $/ \mathrm{Y}-\mathrm{v} /$ continua are shown in Figure 5.4. Observe that $/ \mathrm{I} / \mathrm{and} / \mathrm{u} /$ exhibit differences in both F1 and F2, and so the continua between the two forms a relatively linear interpolation between the two prototype endpoints. In contrast, observe that no such F1 differences exist between Kazakh $/ \mathrm{y} /$ and $/ \mathrm{v} /$, so the continuum points produced by the script center around 570 Hz throughout the continuum. For the /a-ie/ contrast in Kazakh, the continuum involved differences in both F2 at vowel midpoint and the slope of F2. F2 decreases throughout/ie/ but is constant across $/ \mathfrak{a}$ /; intermediate stimuli exhibited higher F2 at vowel midpoint and more negative slope as they approached/ie/.


Figure 5.4: F1-F2 plots in Hz for continua between Kazakh /I-u/ and /Y-u/

Table 5.8: Sample list of target words for perception study

| Language | [-back] | Gloss | $[+$ back $]$ | Gloss |
| :--- | :--- | :--- | :--- | :--- |
| Kyrgyz | sez | feel | saz | swamp |
|  | øt | gall bladder | ot | fire |
|  | siz | 2S (formal) | suz | damp place |
|  | Kazakh | direct | tuz | salt |
|  | biet | face | bat | dive |
|  | tis | tooth | tus | outside |
|  | tys | color | tos | side |

### 5.2.2.2 Task

The perception task was deployed using Praat (Boersma \& Weenink 2015). Participants were first instructed to follow the directions presented on the screen of the researcher's laptop computer. Directions were displayed in the target language (using the Uyghur variant of Cyrillic, not Arabic for Uyghur participants). A single variant of a stimulus word was presented auditorily to each participant. Then the participant was asked to select which of two orthographic forms was most similar to the stimulus item. The Uyghur /u/-/i/ contrast was not tested because neither the modified Cyrillic Uyghur orthography used in Kazakhstan nor the modified Arabic script used in China represent this contrast (Nadzhip 1971; Hahn 1991; Engesaeth et al. 2009).

Participants first engaged in a practice round, in which they were forced to choose between two non-alternating pairs, like $/ \mathrm{a} /-\mathrm{i} \mathrm{i} /$. This allowed participants to familiarize themselves with the twoalternation forced choice task using easier pairs. Moreover, by introducing the participants to the task this way allowed each speaker to hear the full range of the Kazakh speaker’s (modified) vowel space, which ensured that listeners could normalize formant values for that speaker, thus allowing for a more direct comparison with the $z$-score normalized production results. In each language, the number of vowels each participant was exposed to during practice mirrored their own language. Thus, Uyghur speakers were exposed only to vowels in their language, and Kyrgyz speakers were exposed only to vowels present in their language. So, Kyrgyz speakers were not exposed to Uyghur /æ/, nor were Uyghur speakers exposed to Kazakh /ie/.

After completing the practice portion of the task, speakers heard seven stimulus items per word pair. Since there were two word pairs for each harmonic alternation, Kyrgyz speakers were exposed to 56 target items ( 4 vowel pairs * 7 continuum points * 2 lexemes), Kazakh speakers were exposed to 42 target items (3 vowel pairs * 7 continuum points * 2 lexemes), and Uyghur speakers were exposed to 28 target items ( 2 vowel pairs * 7 continuum points * 2 lexemes). Filler items consisted of pairs with mismatch consonants, e.g. Kyrgyz/tuz/ 'salt' vs. /tus/ 'side’ or by non-relevant vowel contrasts, e.g. Kazakh /tas/
‘stone' vs. /tris/ 'tooth.' Approximately 30 percent of all stimulus items were fillers, producing a total of 72 stimuli for Kyrgyz, 54 stimuli for Kazakh, and 36 stimuli for Uyghur. All stimuli were randomly ordered. For each continuum, fifty percent of [+back] response boxes were on the left. Participants used a mouse to make their responses. A sample image with instructions and response options is shown in Figure 5.5.


Figure 5.5: Sample image with instructions and response options from the Uyghur perception test. The prompt reads Қайсисини аңлиналған сөзге ең охшаш таллиңиз, which translates as "Select which of the two is most similar to word you heard." In this example, the possible responses are түз "straight" and туз "salt".

### 5.2.2.3 Participants

After completing the production task detailed in the previous chapter, speakers participated in the perception task. However, one Uyghur participant and one Kazakh participant declined to participate in the task. As a result, eight Uyghur speakers, eight Kazakh speakers, and thirteen Kyrgyz speakers participated in the study. For simplicity, production data from all participants is used below for production-perception comparisons.

### 5.2.3 Results

Responses are presented below for each harmonic pairing for each language. Responses are first presented on their own, and then they are compared with production data to determine whether or not vowel production, specifically the production of [+back] vowels in Uyghur and Kazakh results in vowel qualities that occupy the zone of uncertainty between reliable [-back] and [+back] percepts.

### 5.2.3.1 Kyrgyz

Results are plotted below in terms of percent [-back] response according to each harmonic pairing. The first pairing is $/ \mathrm{a} /-/ \mathrm{e} /$. As can be seen in Figure 5.6, the two rightmost points on the continuum, indicated by dots along the plot line, were perceived as $/ \alpha /$. The leftmost three points were perceived in all instances as /e/, and the two intervening points occupy the zone of uncertainty. Most of these two points on the continuum were perceived as /e/, but not always. This example helps to illustrate how to define the zone of uncertainty. In this plot, the zone of uncertainty spans from just about 0.0 z to $0.8 \mathrm{z}(1583 \mathrm{~Hz}$ to 1951 Hz$)$. Zones of reliable percepts extend right and left from these points, corresponding to the reliable percepts of $/ \alpha /$ and $/ \mathrm{e} /$ respectively. As a reminder, if the positional shifts in $/ \mathrm{a} /$ and /e/ in Kyrgyz are perceptually salient, they should cross into the zone of uncertainty.


Figure 5.6: Percent [-back] responses to stimuli on Kyrgyz /a/-/e/ continuum with zone of uncertainty (marked by dotted vertical lines)

With these preliminaries in order, these perception results can be compared to production results from Chapter 4. This comparison for the $/ \mathrm{a} /-/ \mathrm{e} /$ contrast is shown below in Figure 5.7. For the back vowel, no mean values cross into the zone of uncertainty. In other words, all mean values of $/ \mathrm{a} /$, even in the fourth syllable, should be reliably perceived as a back vowel. For the front vowel, the fourth-syllable mean of /e/ just crosses into the zone of uncertainty, suggesting that in fourth syllables, /e/ may not always be perceived as a front vowel. However, considering that the nearest stimulus in the zone of uncertainty was perceived as [-back] roughly $87 \%$ of the time, and that its F2 (z) value is noticeably lower than the fourth-syllable mean of /e/ the perceptual salience of /e/'s positional shift is not clear cut. Also, the particular thresholds posited here depend on the number of continuum steps generated. If, for instance, 21 steps were generated, these thresholds might differ slightly, and the fourth-syllable mean of /e/ might not extend in the zone of uncertainty. Though fourth-syllable /e/ crosses the posited threshold into the zone of uncertainty, the salience of this shift is still questionable.


Figure 5.7: Percent [-back] responses to stimuli on Kyrgyz /a/-/e/ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

One thing to note here is that the plot in Figure 5.7 compares F2 only, ignoring F1 differences. For a contrast like / $\alpha /-/ \mathrm{e} /$, the F1 dimension probably contributes significantly to the distinction between the two. The /a/-/ie/ contrast also faces this same limitation, although the other contrasts considered involve front and back vowel pairs that are roughly equivalent in F1, eliminating this potential confound.

Moving on to the second alternation under study, /o///ø/, perception results are shown in Figure 5.8. The rightmost three points on the continuum of stimuli were reliably perceived as $/ 0 /$, while the leftmost two points were most reliably perceived as / $\varnothing /$. Note that no stimuli were always perceived as a front vowel. Even the most anterior stimulu item was only perceived as front vowel $91 \%$ of the time. I assume this derives from either the stimulus creation process, or simply from noise in the response data. Regardless, the zone of uncertainty in Figure 5.8 spans from around $-0.25 z$ to around $0.35 z(1468 \mathrm{~Hz}$ to 1744 Hz ).


Figure 5.8: Percent [-back] responses to stimuli on Kyrgyz /o/-/ø/ continuum with zone of uncertainty (marked by dotted vertical lines)

Perception results are compared to production data for /o/ and /ø/ below. In Figure 5.9, production values for $/ \mathrm{o} /$ never approach the zone of uncertainty. They should thus always be perceived as back vowels, regardless of position in the word. However, all production values for $/ \varnothing /$ correspond to the center of the zone of uncertainty in perception. There is an interesting mismatch to be noted here. Two stimulus items for the perception study had much higher F2 and were still perceived as [+back] vowels by some participants. This might suggest that the stimuli did not have sufficiently high F2 to trigger a more reliable [-back] percept. However, all production values occur at points in which perceptual judgment were least reliable.

Two more points should be noted before examining the next alternation. First, the trajectory of $/ \varnothing /$ 's positional shifts is the opposite of other shifts obvserved thus far. Both $/ \mathrm{a} /$ and $/ \mathrm{e} /$, as well as $/ \mathrm{o} /$ shift from more reliable perceptual regions of the vowel space toward regions of more uncertainty in noninitial syllables. However, in Figure 8, initial-syllable /ø/ is predicted to be least reliably perceived as [-back], and fourth-syllable / $\varnothing /$ is predicted to be most reliably perceived as [-back]. This is an interesting difference between / $\varnothing /$ and the other vowels investigated thus far. Second, it is possible to compare the size of the zone of uncertainty with the difference in F2 between positional variants of $/ \mathrm{o} / \mathrm{and} / \varnothing /$. In
other words, the size of the normalized region between / o / and / $\varnothing /$ may persist across both production and perception. The predicted perceptual zone of uncertainty spans 0.6 z . Mean F2 of fourth-syllable $/ \mathrm{o} /$ has the highest F2, -0.81 z , for that vowel category and mean F2 of initial-syllable / $\varnothing /$ has the lowest F2 for that vowel category, -0.08 z . The difference between the two is 0.73 z , slightly larger than the size of the zone of uncertainty from perception results. This provides some evidence that despite differences in the perception and production of $/ \mathrm{o} /$ and $/ \varnothing /$, perceptual categories are maintained in production.


Figure 5.9: Percent [-back] responses to stimuli on Kyrgyz /o/-/ø/ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

The first high vowel alternation to consider is / $\mathrm{m} /-/ \mathrm{i} /$. In Figure 5.10 below, perceptual judgments on stimuli with higher F2 resemble those concerning / $\varnothing$ / above. No stimuli elicited $100 \%$ perception of a front vowel, but the leftmost two stimuli triggered fairly reliable [-back] responses, and are considered within the zone of reliable [-back] percepts. The rightmost four stimuli always prompted [+back] responses, and will be considered the zone of reliable [+back] percepts. The zone of uncertainty extends
from 0.35 z to 0.7 z ( 1744 Hz to 1905 Hz ). Only a single stimulus items elicited variable judgments, and was perceived as [+back] around $40 \%$ of the time.


Figure 5.10: Percent [-back] responses to stimuli on Kyrgyz /ui/-/i/ continuum with zone of uncertainty (marked by dotted vertical lines)

These results can now be compared with production means from the previous chapter. In Figure 5.11 it is obvious that the stimuli created for / $\mathrm{i} /$ did not adequately approximate the frontness of Kyrgyz /i/. These stimuli, modified from Kazakh /I/, exhibited far lower F2 than actual Kyrgyz production values. For the first time, a [+back] vowel's positional shifts stretches into the predicted zone of uncertainty. Mean F2 of third-syllable $/ \mathrm{m} /$ almost reaches the threshold near 0.35 z and fourth-syllable $/ \mathrm{u} /$ exhibits F2 of 0.5 z , well beyond the predicted threshold of uncertainty. This is the best evidence yet for a positional shift in Kyrgyz exhibiting true perceptual salience.


Figure 5.11: Percent [-back] responses to stimuli on Kyrgyz /uw/-/i/ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

However, word-final $/ \mathrm{u} /$, as discussed in the previous chapter, is subject to a gradient fronting process similar to the categorical fronting of word-final high vowels in Uyghur, also discussed in the previous chapter. In Figure 5.12, final-syllable /u/ in open syllables exhibits a mean F2 of 0.5 z , while final-syllable /uu/ when followed by a consonant exhibits F2 below $0,-0.06 z$. Figure 5.12 demonstrates that F 2 of $/ \mathrm{w} /$ is consistent across final and non-final closed syllables. In open syllables, $/ \mathrm{u} /$ is more fronted, with additional fronting in final open syllables.

The high F2 of both third- and fourth-syllable /u/ is explainable as word-final fronting. Thirdsyllable $/ \mathrm{m} /$ occurred in the word-final syllable in 216 of 230 tokens recorded. Thus both third- and fourth-syllable means are affected by a separate pattern that produces fronting, which undermines the potential perceptibility of backness harmony-related shifts in vowel quality. If positional shifts in the third- and fourth-syllables are perceptually significant, it is likely due to word-final high vowel fronting and not backness harmony.


Figure 5.12: F2 (z) of /u/ by position and syllable type in Kyrgyz

The final vowel alternation left to discuss is $/ \mathrm{u} /-/ \mathrm{y} /$. Results from the perceptual study are presented in Figure 5.13. In this figure the rightmost two points on the seven-point continuum were always perceived as [+back] vowels while the leftmost three points were always perceived as [-back] vowels. In between these two zones of reliability, two points exist in the zone of uncertainty, which span from around -0.48 z to $0.05 \mathrm{z}(1362 \mathrm{~Hz}$ to 1606 Hz$)$.


Figure 5.13: Percent [-back] responses to stimuli on Kyrgyz /u/-/y/ continuum with zone of uncertainty (marked by dotted vertical lines)

When production means are compared to perceptual results for the $/ \mathrm{u} /-/ \mathrm{y} /$ alternation it is clear that neither positional shifts for $/ \mathbf{u} /$ or $/ \mathrm{y} /$ cross into the zone of uncertainty. In Figure 5.14, positional shifts for /u/never approximate F2 of stimulus items ever perceived as [-back], and shifts for /y/ never diverge from stimuli which were always perceived as [-back] during perception testing.


Figure 5.14: Percent [-back] responses to stimuli on Kyrgyz /u/-/y/ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

In sum, no positional shifts in vowel quality clearly produced vowels crossed a perceptual threshold. Evidence from /e/ came closest to crossing such a boundary. Also, the interpretation of the /o$ø /$ pairing is tentative, given the production-perception mismatches above. Returning to the prediction above, if phonological patterns must, at minimum be perceivable, the patterns of positional variation in Kyrgyz do not generally meet this requirement, and as a result, must be regarded as phonetic in nature.

### 5.2.3.2 Kazakh

Unlike Kyrgyz, the non-high vowels are not targets for rounding harmony in Kazakh. Therefore, only three alternations are attested in non-initial syllables, $/ \mathrm{a} /-/ \mathrm{ie} /, \mathrm{I}_{\mathrm{I}} / / \mathrm{mu} /$, and $/ \mathrm{v} /-/ \mathrm{y} /$. Perceptual judgments to stimuli created on a continuum between /a/ and /ie/ are shown in Figure 5.15. The leftmost three stimuli were reliably perceived as the [-back] vowel while the rightmost two stimuli were always perceived as the [+back] vowel. In between these two zones of reliability, two stimulus items were
variably perceived as $/ \mathrm{ie} /$ or $/ \mathrm{a} /$, within the zone of uncertainty. The edges of the zone of uncertainty are shown below, ranging from 0.0 z to approximately 0.85 z . ( 1583 Hz to 1974 Hz ).


Figure 5.15: Percent [-back] responses to stimuli on Kazakh/a/-/ie/ continuum with zone of uncertainty (marked by dotted vertical lines)

Perceptual judgments are compared against production means in Figure 5.16. Observe that mean F2 for the front vowel is firmly positioned within the zone of reliable [-back] percepts. On the other hand, positional variants of / $\mathbf{a}$ / extend into the zone of uncertainty. Mean F2 of second-syllable /a/nears the threshold, and mean F2 values for third- and fourth-syllable /a/ are situated outside the zone of reliable [+back] percepts. I thus predict that normal third- and fourth-syllable variants of $/ \mathrm{a} /$ should be perceived as a front vowel in some instances. To make my claims clear, in the previous chapter I did not claim that fronted back vowels in production must approximate a front vowel for gradient harmony to produce phonological results. Likewise, I am not claiming here that a fronted vowel must be categorically perceived as front for the effect to be phonological. Instead, I contend that the shift much simply be large enough so that the output vowel is not longer perceptually equivalent to categorical $/ \alpha /$. It is not that gradience must produce the opposite feature value in production or perception, but simply that it must produce something substantially different than the expected output if harmony were categorical.


Figure 5.16: Percent [-back] responses to stimuli on Kazakh /a/-/ie/ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

In addition to the low back vowel, the high back vowels exhibit similar fronting patterns, as discussed in the previous chapter. Above, the perception results suggest that the low vowel shifts produce third- and fourth-syllable vowels that are perceptibly different from prototypical / $\alpha$ /, satisfying my claim that phonological effects must be perceivable. To examine the perception of the unrounded vowel /um/ and its front counterpart, /I/, consider Figure 5.17 below. The leftmost two stimuli were typically perceived as [-back]. It is unclear why the stimulus with the highest F 2 was perceived as a front vowel less often that next stimulus item. Nonetheless, these two vowels were each perceived as front vowels over $87 \%$ of the time, and the $100 \%$ perception of the second-to-leftmost stimulus item suggests that the dip in [-back] percepts is not meaningful. The rightmost three stimuli were always judged to be [+back], and like above, two stimuli occupied the zone of uncertainty, with variable [-back] and [+back] judgments during the study. The zone of uncertainty extends from roughly 0.15 z to $0.62 \mathrm{z}(1652 \mathrm{~Hz}$ to 1868 Hz ).


Figure 5.17: Percent [-back] responses to stimuli on Kazakh /uu/-/I/ continuum with zone of uncertainty (marked by dotted vertical lines)

Mean F2 of /I/shows little variation in Figure 5.18, suggesting that it is reliably perceived as a front vowel in all syllables. In contrast, /u/ exhibits much higher F2 in non-initial syllables, with mean F2 of third-syllable /u/ approaching, and mean F2 of fourth-syllable /u/ exceeding the threshold between reliable [+back] judgments and the zone of uncertainty. In other words, a normal token of fourth-syllable $/ \mathrm{u} /$ is predicted to be perceived as a front vowel in some instances.


Figure 5.18: Percent [-back] responses to stimuli on Kazakh /ut/-/I/ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

As for the final backness alternation in Kazakh, Figure 5.19 presents results from the perception task for $/ \mathrm{v} /-/ \mathrm{y} /$. The rightmost three stimuli below were always perceived as $/ v /$ while the leftmost stimuli were almost always perceived as $/ \mathrm{y} /$. The leftmost stimulus was always judged to be $/ \mathrm{y} /$ while the next two stimuli were perceived as [-back] $88 \%$ of the time. The judgments for these three stimuli are considered the zone of reliable [-back] percepts, and the judgments for the rightmost three stimuli are considered to be the zone of reliable [+back] percepts. This leaves the middle stimulus on the sevenvowel continuum as the only vowel within the zone of uncertainty. Below, the zone of uncertainty extends from -0.30 z to 0.10 z ( 1445 Hz to 1629 Hz ).


Figure 5.19: Percent [-back] responses to stimuli on Kazakh /v/-/y/ continuum with zone of uncertainty (marked by dotted vertical lines)

The comparison between production and perception of these alternating vowels in Figure 5.20 is illustrative, and somewhat distinct from the other vowels considered thus far. Mean F2 of fourth-syllable $/ \mathrm{a} /$ and mean F2 of third- and fourth-syllable / $\mathrm{m} /$ occupy the proposed zone of uncertainty for each harmonic pairing. In this pairing, though, third- and fourth-syllable $/ v /$ not only extend into the zone of uncertainty, but fourth-syllable $/ v /$ is situated firmly within the zone of reliable [-back] percepts. Mean F2 of fourth-syllable /v/ is greater than mean F2 of initial-syllable $/ \mathrm{y} /$. Observe that mean F2 of the front vowel also increases by syllable, so fourth-syllable $/ v /$ is not identical to fourth-syllable $/ \mathrm{I} /$, but the difference between the two means diminishes noticeably across syllables. In initial syllables, the difference between these two counterparts is 0.86 z . In second syllables, the difference is 0.91 z . In third and fourth syllables, though, the difference shrinks to 0.52 z and 0.53 z , respectively. Thus, even though the front vowel shifts forward by position, the distinction between $/ \mathrm{y} /$ and $/ \mathrm{v} /$ is reduced due to back vowel fronting.


Figure 5.20: Percent [-back] responses to stimuli on Kazakh $/ v /-/ \mathrm{y} /$ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

### 5.2.3.3 Uyghur

Only two vowel alternations were investigated in Uyghur, /a/-/æ/, and /u/-/y/. Despite the productivity of the $/ \mathrm{um} /-\mathrm{l} /$ alternation in non-initial syllables, the conflation of these two in both the Cyrillic and Arabic orthographies used by Uyghurs in Kazakhstan and China prevented any meaningful examination of this third backness alternation.

Results for the $/ \mathrm{a} /-/ \mathfrak{x} /$ alternation are presented below in Figure 5.21. Observe that the rightmost three points on the continuum were always perceived as [+back]. The leftmost two points were always perceived as [-back], and two intermediate stimuli were variably perceived, occupying what I've termed the zone of uncertainty, which extends from approximately 0.08 z to $0.48 \mathrm{z}(1620 \mathrm{~Hz}$ to 1804 Hz$)$.


Figure 5.21: Percent [-back] responses to stimuli on Uyghur /a/-/æ/ continuum with zone of uncertainty (marked by dotted vertical lines)

Production means are compared to perceptual judgments in Figure 5.22. Production means exploit a much larger range of F2 values than stimulus items. F2 of the front vowel/æ/ never approaches the zone of uncertainty, although F2 of fourth-syllable /a/ does approximate the threshold between uncertainty and reliable [+back] percepts. According to the prediction above, if [+back] spreads gradiently throughout the word and if this gradience is phonological, then the outputs of this pattern should extend from the zone of reliable [+back] percepts into the zone of uncertainty. One mean value for /a/ approaches this perceptual threshold, but does not convincingly cross it. Therefore, results from the Uyghur $/ \mathrm{a} /-/ æ /$ do not conclusively suggest that gradience in production is perceptually salient.


Figure 5.22: Percent [-back] responses to stimuli on Uyghur /a/-/æ/ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

Next, perceptual judgment for the $/ \mathrm{u} /-/ \mathrm{y} /$ contrast are presented in Figure 22. Observe that the leftmost three points were all judged as [-back] $75 \%$ of the time, and no tokens were rated as [-back] more than $75 \%$ of the time. In Figure 5.23 , it is clear that these stimuli approximate F2 of Uyghur $/ \mathrm{y} /$, so this differs somewhat from the Kyrgyz /o-ø/ stimuli. I suggest that this sort of noise in the data may have been introduced by either the task setting, the participants, or perhaps the forced choice task itself. Putting aside this apparent noise in the data, I suggest that the three leftmost points represent the zone of reliable [-back] percepts. On the right side of the continuum, the rightmost two points were always judged to be [+back], suggesting that they occur within the zone of reliable [+back] percepts. In Figure 5.23 , the zone of uncertainty reaches from approximately -0.45 z to $0.15 \mathrm{z}(1376 \mathrm{~Hz}$ to 1652 Hz$)$.


Figure 5.23: Percent [-back] responses to stimuli on Uyghur /u/-/y/ continuum with zone of uncertainty (marked by dotted vertical lines)

The comparison between production and perception data for this alternation, as shown in Figure 5.24, is very different from the Kyrgyz alternations or the / $\alpha /$ //æ/ alternation in Uyghur. In this alternation, production means for $/ u /$ far exceed the zone of reliable [+back] percepts, extending throughout the entire zone of uncertainty. In fact, the mean F2 of fifth-syllable /u/ approaches the threshold of reliable [-back] percepts. In sum, positional shifts for this alternation very clearly exhibit the kind of perceptual salience predicted above. Mean F2 for third-, fourth-, and fifth-syllable vowels is consistent with variably perceived stimuli from the perception study. In contrast, production means for $/ \mathrm{y} /$ are all at the most categorical edge of the zone of reliable [-back] percepts.


Figure 5.24: Percent [-back] responses to stimuli on Uyghur /u/-/y/ continuum compared to production means (zone of uncertainty is marked by dotted vertical lines)

### 5.2.4 Summary

Results from this section corroborate the essential difference in magnitude between positional shifts in Kyrgyz versus those in Kazakh and Uyghur. The positional shifts in Kyrgyz do not generally cross the proposed perceptual threshold between reliable [ $\pm$ back] percepts and the zone of uncertainty. In contrast, shifts in Kazakh and Uyghur typically do cross these thresholds. In fact, positional variation for the high round vowels in each language appears to not only cross this threshold, but to also approach the zone of reliable [-back] percepts in these two languages. These findings are summarized in Table 5.9. In Kyrgyz, two of four back vowel shifts approach and one shift crosses into the zone of uncertainty, although the shift for $/ \mathrm{m} /$ (indicated by an asterisk) is due to word-final fronting and not harmony.

Positional variation for one Kyrgyz front vowel also approaches and (barely) crosses into the zone of uncertainty. In Kazakh, all three back vowel shifts cross into the zone of uncertainty, and /v/'s positional shift approaches and crosses into the zone of reliable / $\mathrm{y} /$ percepts. No front vowel shifts even approach the zone of uncertainty in Kazakh. Of the two vowel alternations examined in Uyghur, both back vowels
approach the zone of uncertainty, and $/ \mathrm{u} /$ even approaches the threshold for reliable $/ \mathrm{y} /$ percepts. In contrast, no front vowel shifts approach even approach the zone of uncertainty in Uyghur.

Table 5.9: Summary of experimental results (* indicates that result derives from word-final fronting, not harmony)

| Language | Perceptibility | $\mathrm{a}-\{\mathrm{e}, \mathrm{ie}, \mathfrak{x}\}$ |  | $\{\mathrm{u}, \mathrm{v}\}-\{\mathrm{y}, \mathrm{y}\}$ |  | $\mathrm{u}-\{\mathrm{i}, \mathrm{I}\}$ |  | o-ø |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | [+bk] | [-bk] | [+bk] | [-bk] | [+bk] | [-bk] | [+bk] | [-bk] |
| Kyrgyz | Approach [ $\alpha$ back] threshold | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ * |  |  |  |
|  | Cross into zone of uncertainty |  | $\checkmark$ |  |  | $\checkmark$ * |  |  |  |
|  | Approach [- $\alpha$ back] threshold |  |  |  |  |  |  |  |  |
| Kazakh | Approach [ $\alpha$ back] threshold | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  |  |  |
|  | Cross into zone of uncertainty | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  |  |  |
|  | Approach [- $\alpha$ back] threshold |  |  | $\checkmark$ |  |  |  |  |  |
| Uyghur | Approach [ $\alpha$ back] threshold | $\checkmark$ |  | $\checkmark$ |  |  |  |  |  |
|  | Cross into zone of uncertainty |  |  | $\checkmark$ |  |  |  |  |  |
|  | Approach [- $\alpha$ back] threshold |  |  | $\checkmark$ |  |  |  |  |  |

### 5.3 Discussion

In Section 5.1, just noticeable differences were predicted for each harmonic pairing and then compared against mean changes in F2 by syllable as well as predicted by-syllable shifts from the statistical model. In Section 5.2, a study investigated the perception of harmonic pairs in the context of
monosyllabic roots, comparing the perception of alternating vowels with their by-syllable production means. Both sections address whether or not the asymmetric shifts in vowel backness in Uyghur and Kazakh, and the relatively symmetric shift in Kyrgyz are perceptually salient. I predicted that at minimum, phonological patterns should be perceptible, be they gradient or categorical. As a consequence, this predicts that patterns of positional variation in Uyghur and Kazakh are perceptually salient in a way that positional variation in Kyrgyz is not. This brief section summarizes results from the previous two sections as a final assessment of the prediction that phonological patterns must be perceptually salient.

Results from Sections 5.1-5.2 are summarized in Tables 5.10 and 5.11 below. When mean F2 for positional variants of each alternating vowel were compared against predicted just noticeable differences (JNDs) using a $5 \%$ threshold, $62 \%$ of back vowel shifts in Uyghur and $89 \%$ of back vowel shifts in Kazakh were predicted to be salient. Meanwhile, only $42 \%$ of back vowel shifts in Kyrgyz exceeded predicted JNDs. For the front vowels, only $8 \%$ of Uyghur vowels, $33 \%$ of Kazakh vowels, and $17 \%$ of Kyrgyz vowels exceeded predicted JNDs. The difference between Kyrgyz and the other two languages was not as distinct as one might predict, since all three languages exhibited back vowel shifts with at least $42 \%$ exceeding their predicted JND. Additionally, the predicted distinction between back and front vowel shifts was not as great as one might expect, since at least some front vowel shifts were perceptible.

Results from the statistical model were distinct from predicted JNDs, predicting that only back vowel shifts in Uyghur and Kazakh generally exceed their relevant JNDs. In contrast, all front vowel shifts, and all shifts in Kyrgyz did not exceed their predicted JNDs. The model thus predicts that these shifts are not perceptually salient, and thus not qualified to be phonological. Results from Section 5.2 refine the perspective offered by both the statistical model and the by-vowel positional means discussed in Section 5.1. Results from the continua-based perception experiment and their comparison with production means suggest that all back vowel shifts are salient in Kazakh since they all corresponded to the zone of reliable [+back] percepts in earlier syllables but crossed into the zone of uncertainty in later
syllables. In fact, the production mean for fourth-syllable $/ \mathrm{u} /$ is firmly situated within the zone of reliable [-back] percepts, suggesting that fourth-syllable /u/ would be regularly perceived as a front vowel. For Uyghur, results suggest that positional variation in F 2 for /u/ is significant, while results for /a/ only approached the threshold for the zone of uncertainty. For Kyrgyz, results for the /a/-/e/ alternation were similar to Uyghur results, with positional variants approaching the threshold for the zone of uncertainty. Additionally, all positional variants of / $\varnothing /$ corresponded to the zone of uncertainty in the $/ \mathrm{o} /-/ \varnothing /$ continuum, making the interpretation of these results somewhat challenging. Furthermore, fourth-syllable $/ \mathrm{u} /$ in Kyrgyz crossed the threshold from reliable [+back] percepts into the zone of uncertainty, but this result was analyzed as a product of word-final high vowel fronting, not backness harmony.

Table 5.10: Summary of production means compared to just noticeable differences (JNDs; using a 5\% threshold)

|  | Perceptibility | Uyghur |  |  |  | Kazakh |  |  | Kyrgyz |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [+back] | Mean positional shift $>\mathrm{JND}$ ? | 8/13 |  |  |  | 8/9 |  |  | 4/12 |  |  |
|  |  | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ | $\sigma_{4-5}$ | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ |
|  |  | $\mathrm{a}, \mathrm{u}$ | $\begin{gathered} \mathrm{a}, \mathrm{w}, \mathrm{u}, \\ \mathrm{w}_{\mathrm{R}}, \mathrm{u}_{\mathrm{R}} \end{gathered}$ |  | u | $\mathrm{a}, \mathrm{u},$ | $\underset{U}{\mathrm{a}, \mathrm{w},}$ | u, v | $\begin{gathered} \mathrm{a}, \mathrm{o}, \\ \mathrm{u} \end{gathered}$ | $\mathrm{u}, \mathrm{u}$ |  |
|  | Predicted shifts from regression model > JND? | $\checkmark$ |  |  |  | $\checkmark$ |  |  | X |  |  |
| [-back] | Mean positional shift > JND? | 0/13 |  |  |  | 1/9 |  |  | 1/12 |  |  |
|  |  | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ | $\sigma_{4-5}$ | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ | $\sigma_{1-2}$ | $\sigma_{2-3}$ | $\sigma_{3-4}$ |
|  |  |  |  |  |  | ie |  |  | e |  |  |
|  | Predicted shifts from regression model > JND? | X |  |  |  | X |  |  | $x$ |  |  |

Table 5.11: Summary of experimental results (* indicates that result derives from word-final fronting, not harmony)

| Language | Perceptibility | $\mathrm{a}-\{\mathrm{e}, \mathrm{ie}, \mathfrak{x}\}$ |  | $\{\mathrm{u}, \mathrm{v}\}-\{\mathrm{y}, \mathrm{r}\}$ |  | $\mathrm{u}-\{\mathrm{i}, \mathrm{I}\}$ |  | 0-ø |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | [+bk] | [-bk] | [+bk] | [-bk] | [+bk] | [-bk] | [+bk] | [-bk] |
| Kyrgyz | Approach [ $\alpha$ back] threshold | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ * |  |  |  |
|  | Cross into zone of uncertainty |  | $\checkmark$ |  |  | $\checkmark$ * |  |  |  |
|  | Approach [- $\alpha$ back] threshold |  |  |  |  |  |  |  |  |
| Kazakh | Approach [ $\alpha$ back] threshold | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  |  |  |
|  | Cross into zone of uncertainty | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  |  |  |
|  | Approach [- $\alpha$ back] threshold |  |  | $\checkmark$ |  |  |  |  |  |
| Uyghur | Approach [ $\alpha$ back] threshold | $\checkmark$ |  | $\checkmark$ |  |  |  |  |  |
|  | Cross into zone of uncertainty |  |  | $\checkmark$ |  |  |  |  |  |
|  | Approach [- $\alpha$ back] threshold |  |  | $\checkmark$ |  |  |  |  |  |

At a very general level, this chapter has argued that perceptilibity is a prerequisite for phonological patterns. Essentially, if a pattern is not perceivable then children are unlikely to learn it. I can think of two challenges to this proposed prerequisite, abstract contrast and laryngeal transparency. By abstract contrast, I refer to segments whose phonological behavior is inconsistent with their phonetic realization. For instance, Tutrugbu possesses two vowels that exhibit a abstract level of contrast, transcribed as $/ \mathrm{O}-\mathrm{v} /\left(\right.$ or $/ \mathrm{O}-\mathrm{o}^{\mathrm{H}} /$ ) in McCollum \& Essegbey (2019) and McCollum et al. (2019). In Tutrugbu, $/ \mathrm{\rho} /$ triggers progressive rounding harmony on prefixes while $/ \mathrm{v} /$ does not. In addition, $/ 0 /$ and $/ 0 /$ behave differently in hiatus. Thus, these two sounds exhibit differential phonological behavior.

However, acoustic results in McCollum \& Essegbey (2019) suggest that these two sounds are acoustically indistinguishable, since they exhibit no significant differences in F1, F2 or duration. I have claimed that
for these two sounds to be contrastive, their should be perceivable differences between them. If we localize perception of the segment, then this is a problem for my claim that perceptibility is necessary for phonological patterns and contrasts. If however, we consider that these vowels are perceived in context in natural speech, then their phonological behavior serves as a perceptual cue to their differential phonological status. The fact that round vowels may follow $/ \mathrm{o} /$ but not $/ \mathrm{v} /$ provides perceptual evidence for this distinction that is sufficient to support the contrast in the language. Thus, perception can be maintained as a precondition for phonology if differences in context are taken into account.

A second challenge for my claim comes from patterns of laryngeal transparency, particularly well-noted in nasal harmony. In languages with nasal harmony, the laryngeal consonants (e.g. /h/and / $\mathrm{i} /$ ) often behave as transparent. Walker (1999) finds that Guaraní glottal stop does not differ acoustically in oral and nasal contexts. Phonetically, this is not unsurprising, since a constriction at the glottis prevents air from escaping through the nasal cavity despite the fact that the velum appears to be lowered throughout the nasal (see Cohn 1990, 1993; Walker 1998, 2003; Walker \& Pullum 1999; Borroff 2007 for more discussion). Yet, if this allophonic distinction between [?] and [?] is phonological, it should be perceivable. My claim is the same as above, that perception in context is sufficient to maintain this allophonic distinction, as argued by Walker \& Pullum (1999). The realization of nasality on immediately adjacent segments is what learners are exposed to, and I assume that they use this contextual information to bootstrap perception of oral and nasalized laryngeals. Perception of a subtle contrast likely involves segment-external coarticulatory and phonological effects across languages. In Tutrugbu, $/ \mathrm{b} / \mathrm{and} / \mathrm{b}^{\mathrm{h}} /$ are contrastive, but the difference between the two is not, as far as I tell, realized on the consonant itself, but on the following vowel. Vowels after $/ \mathrm{b}^{\mathrm{h}} /$ are breathy while vowels immediately following $/ \mathrm{b} /$ are produced with modal voice (see Seyfarth \& Garellek 2018 for more discussion of vowel phonation and aspirated consonants). In effect, if perception is contingent upon not only segment-internal phonetic cues, but also coarticulatory and flanking segmental cues, then the perception of subtle distinctions like Tutrugbu / $0-\mho /$ and allophonic nasalization of laryngeals in nasal harmony.

This chapter has used two different evaluation metrics to assess the phonological significance of the gradient shifts in vowel backness discussed in Chapter 4. Just noticeable differences have been evaluated almost entirely for English, and this study provides a first step toward evaluating these differences for lower-resource languages. Future work should continue this path of investigation to determine more accurately what differences in vowel quality can be discriminated by speakers of these languages. In addition, this chapter has compared perception of vowels intermediate between prototypical [ $\pm$ back] vowels with gradient production results to evaluate whether or not vowel perception supports the claims advanced in Chapter 4. Future work can extend this method for relatively direct comparison of production and perception to better understand the nature of phonological patterns, phonological contrast, as well as the relationship between perception and production. Moving forward, future work would benefit from using stimuli generated from speakers of each target language. Using stimuli from a Kazakh speaker for these three languages is better than some options, but still falls short of the more realistic stimuli necessary to more confidently assert the perceptual significance of the backness shifts in question. Additionally, this study has assumed that vowel perception is constant across positions, comparing initial-syllable vowel perception with production from non-initial syllables. There are likely differences in perception in these positions, which deserve a fuller investigation. Also, future work should compare results from several different experimental methods beyond the particular task employed here. Some possibilities include the use of an AXB paradigm, likert-scale testing, an oddball paradigm, or eye-tracking.

Despite the challenges, particularly to the interpretation of the Kyrgyz results, findings from Sections 5.1 and 5.2 suggest two distinctions that are relevant for discussion. First, these results further support the distinction between Kyrgyz and the other two languages. In Uyghur and Kazakh, [+back] vowel positional shifts were more likely to be salient under every evaluation metric used, while results from Kyrgyz were always regarded as less likely to be perceivable. Additionally, these results further establish a difference between [+back] and [-back] vowel positional shifts. Back vowel shifts were
always more likely to be salient under these predictive methods, especially for Uyghur and Kazakh. In sum, these results generally suggest that the positional increases in vowel F2 for back vowels in Uyghur and Kazakh are perceivable, which accords with the earlier prediction that phonological patterns must be perceivable. Moreover, the general insignificance of positional variation in Kyrgyz further suggests the fundamentally phonetic nature of backness variation in that language.

The distinction between phonological variation in Uyghur and Kazakh, in contrast to phonetic variation in Kyrgyz will factor into the next two chapters. In the next chapter, an analysis of all three languages is presented within a gradient Harmonic Grammar. In Chapter 7, the distinction between phonological and phonetic patterns is discussed, connecting the perception results from this chapter with a number of other diagnostics to differentiate each type of sound pattern.

Chapter 6: Incorporating gradience into the formal analysis

In the previous chapter I demonstrated that backness harmony in Uyghur and Kazakh is gradient, in contrast to categorical harmony in Kyrgyz. More importantly, I argued that morphophonological patterns may be gradient in a manner not derivable from phonetic implementation. I thus proposed that phonology is not by definition categorical, but may exhibit gradience as well as categoricality. This chapter develops a formal account of backness harmony in Uyghur, Kazakh, and Kyrgyz by introducing gradient representations into Harmonic Grammar (HG; Legendre et al. 1990).

This chapter is organized as follows. In Section 6.1, I discuss previous formal accounts of gradience. In Section 6.2, I use the normalization method described in Lionnet (2017) to compare the relative backness of vowels across all harmonic pairings in each languages. In Section 6.3, I go on to develop an analysis in HG, demonstrating that the gradient HG analysis is superior to a categorical analysis. Finally, in Section 6.4, I summarize findings from the chapter and look forward to the larger discussion of gradience in Chapter 7.

### 6.1 Previous work

Gradience plays, as far as I can tell, almost no role whatsoever in derivational formalisms. This likely falls out from several different factors. First, derivational models following Chomsky \& Halle (1968) were often willing to incorporate a high degree of abstraction into the formalism, effectively removing the locus of explanation away from the sort of phonetic detail that comes hand-in-hand with subphonemic gradience (e.g. Vago 1973; Hyman 1970; Harms 1973; Selkirk \& Vergnaud 1973; Kiparsky 2012). Second, in a formalism based on rewrite rules, there is no direct way to encode gradience. If phonology is populated by binary variables only, this is obvious, but even if one introduces gradient representations into a phonological grammar, the issue is far from settled. For instance, how does one
encode the fact that in the second syllable a [+back] vowel is only $80 \%$ back relative to its initial-syllable counterpart? Direct reference to such a generalization, e.g. $\mathrm{V} \rightarrow[0.8 \mathrm{back}] / \# \mathrm{C}_{0} \mathrm{~V}[+\mathrm{back}] \mathrm{C}_{0} \_$__ is inelegant, since each subsequent syllable would need some slightly different formulation of the above rule to account for a gradient harmony pattern. Within a rule-based formalism, it would also be possible to overlay a relatively simple rule, e.g. $\mathrm{V} \rightarrow[+\mathrm{back}] / \mathrm{V}[+\mathrm{back}] \mathrm{C}_{0} \ldots \ldots$ with a function that outputs the realization of [back] for a given vowel in syllable $x$ based on the realization of [back] in a vowel in syllable $x$-1. Although this could drastically reduce the number of rules necessary to account for a given gradient pattern, this, as far as I know, has never been attempted in a derivational model. A third reason for the absence of gradient analyses in serial models was an inability to conduct detailed phonetic analysis sufficient to address the issue of gradience before the 1980s, particularly due to the lack of usable technology. The technology available made detailed phonetic work challenging. Using wax cylinders does not make fine-grained acoustic analysis easy, and after they were phased out of linguistic research, computer-based analysis was not very affordable or portable.

In constraint-based models, though, there is a small but growing body of work implementing gradient insights into the phonological formalism. This work has followed two paths: one, gradience as subphonemic, phonetic effects and two, gradience as exceptionality. These two bodies of work are discussed in turn.

### 6.1.1 Phonetic gradience in phonology

Gradience has played a significant role in the development of phonological theory over the past three or four decades, particularly within Optimality Theory. First, and in contrast to derivational formalisms, Kirchner (1997) argues that Optimality theory can account for both categorical and gradient patterns by introducing gradient, non-contrastive representations into the grammar. To understand Kirchner's analysis, one must first understand the basic working assumptions he addresses. First, as he
notes, many phonologists have assumed that feature specifications that are never contrastive in any language must be excluded from the phonology, and relegated to phonetic implementation (e.g. Keating 1984; Lombardi 2018). Furthermore, the features that are non-contrastive in a particular languages are typically assumed to be absent from underlying representations and earlier (i.e. Lexical) portions of phonological computation (e.g. Kiparsky 1985; Archangeli \& Pulleyblank 1994). Non-contrastive features along with gradience are introduced into the grammar in post-lexical and phonetic modules of the grammar (e.g. Keating 1988, 1990; Cohn 1993). Kirchner then demonstrates that constraint ranking can produce patterns of categoricality and gradience without stipulating the nature of underlying, surface, and phonetic representations if we assume that contrastive properties have relevant faithfulness constraints, while non-contrastive properties do not. When a constraint-based grammar is given access to detailed phonetic representations, Kirchner shows that both categorical and gradient patterns can be produced, effectively conflating the phonological and phonetic modules of the grammar. He writes:
[T]he contrastiveness of a particular feature depends entirely on whether there is a corresponding faithfulness constraint which is satisfied under some set of mappings, which in turn depends on the position of the constraint within the constraint hierarchy. This result extends even to properties which are not contrastive in any language, if we simply assume that such properties lack a corresponding PRES constraint [PRES $=$ the set of relevant Input-Output faithfulness constraints]. Finally, the distinction between categorical and gradient properties, standardly assumed to characterize the difference between phonological and phonetic representation, proves to be a special case of the previous result. Consequently, we may capture the categorical and contrastive behavior of particular phonetic properties (and the predictable or gradient behavior of the remainder) in terms of constraint interaction, while using representations which in principle may contain complete phonetic detail, including gradient properties (1997:107, emphasis in the original).

In essence, OT can account for both phonological and phonetic patterns so long as faithfulness constraints are stipulated to be related to contrastive patterns only.

A very similar stance is taken in work like Flemming (2001) and Flemming \& Cho (2017). These authors derive gradient patterns of segmental and tonal coarticulation from the interaction of gradient
constraints. These works differ from Kirchner (1997) in that they assume no stipulative difference between the categorical and the gradient, deriving both from quantitative optimization. For instance, Flemming (2001) describes a pattern of fronting in Cantonese whereby flanking coronal consonants cause the back vowel $/ \mathrm{u} /$ to be fronted to $[\mathrm{y}]$. In other contexts, $/ \mathrm{u} /$ and $/ \mathrm{y} /$ may both occur, but in between two coronals the contrast is neutralized to [y]. Flemming argues that this pattern can be account for if the grammar optimizes effort over acoustic targets, including targets for vowels as well as consonant F2. In Flemming's model, some constraints penalize divergence from target consonant and vowel F2 while an additional constraint penalizes articulatory effort. This effort reduction constraint, in effect, produces patterns of undershoot, where neither consonantal nor vocalic targets are reached. This model differs from OT by using quantitative rather than discrete mathematical optimization. In OT, conflict is resolved by strict domination, whereas in Flemming's model summative effects are possible, similar to 'gang effects' in HG. In the undershoot case, gradient patterns are produced by constraint resolution, but Flemming contends that in some contexts the benefits are outweighed by the effort required to maintain a given contrast, yielding categorical neutralization from this quantitative approach to optimization.

The common theme between these two approaches is that they effectively disregard any distinction between phonology and phonetics. These unified models are thus more explicit formalizations of Pierrehumbert's proposal that there is no interface between phonology and phonetics because they both exist on a single continuum (e.g. Pierrehumbert 1994; Pierrehumbert et al. 2000; Cohn 2006; Tucker \& Warner 2010). Throughout I assume there is no discernible formal difference between Flemming's unified model and Pierrehumbert's continuum proposal. To my knowledge, no formal analyses have implemented Pierrehumbert's claim. In such a model, how does one differentiate the phonological from the phonetic? One presumably cannot simply order one before the other. If one differentiates the two based on their representations, how does one prevent gradient phonetics from interacting with the categorical phonology to produce gradient phonology? If gradient representations exist in the formalism,
these become the lowest common denominator, and as a consequence, the formalism becomes identical to the unified model.

Although the unified view of phonology and phonetics (including views that completely unify the two and views that remove the categorical distinction between them) has been influential, more particularly in the laboratory phonology community, phonological analyses incorporating gradience have also developed under a modular view of phonology and phonetics. One strand of this work encodes phonological contrasts as scalar variables. Flemming (2013) defines the vowel space in terms of a discretized grid of vowel height and backness, turning the binary features, [high], [low], [front], and [back] into scales, as shown below in (43). For instance, the feature [back] has up to five values, as opposed to the binary distinction employed in a featural representation. While it seems that Flemming bases his scale on and IPA chart, there is nothing to prevent backness from being scaled across a much larger number of possible values, as noted and advocated for in McCollum (2018). Flemming's (2013:30) representation of vowel height and backness

| F2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 4 | 3 | 2 | 1 |  |
| i | y | i | u | u | 1 |
| I | Y |  |  | U | 2 |
| e | $\varnothing$ | ว | $\gamma$ | o | 3 |
|  | $\varepsilon$ | œ | $\Lambda$ | 0 | 4 |
|  |  | a | a |  | 5 |

In addition to Flemming, other work has argued for non-binary distinctions among vowels, particularly for vowel height (Parkinson 1996; Gnanadesikan 1997). These approaches are similar to older proposals like Schane's particle phonology, in which the representation of vowel height is represented in terms of an aperture particle, a. In Schane (1984), the high vowels have no aperture particle, the mid vowels have one, and the low vowels have two, yielding representations like $/ \mathrm{i} /=\mathrm{i}, / \mathrm{e} /=$
ai, $/ æ /=$ aai. The aperture value in Schane's theory produces ternary distinctions from a unary primitive, indirectly encoding a scalar notion of height. If phonological distinctions may be scalar and $n$-ary rather than strictly binary, this introduces the possibility for gradience. While Schane's formalism is constrained according to traditional conceptions of high, mid, and low, it is only an assumption of categoricality than prevents representing $/ æ /$ as aaaaaia and /e/ as aai, or aaii, since these longer representational strings would introduce the possibility of more representational categories. By increasing representational categories, Kirchner (1997) demonstrates that the formal analysis shifts toward gradience. Scalar variables have been used widely in HG in more recent work, but in the vast majority of cases, constraint weights are scaled in relation to some factor like lexical stratum rather than some phonological feature (e.g. Hsu \& Jesney 2016, 2017).

Although work like Flemming (2001) conflates phonology and phonetics, deriving gradient patterns from a unified model, a different line of work incorporates gradience into phonological computation via phonetic gradience. This work claims that phonology has access to fine-grained phonetic detail, which shapes human sound patterns. The amount of detail varies by analysis, but the overarching thrust of this work is that the typology of phonological patterns is explainable in terms of phonetic content (e.g. Hayes et al. 2004). For instance, Zhang (2004) argues that the cross-linguistic tendency for contour tones to occur in word-final syllables is derivable from the relatively low-level details of phonetic lengthening in final syllables, encoding facts about phonetic duration directly into the formalism (see also R. Kirchner 1998). As another example, Kaun (2004) analyzes the typology of rounding harmony as a consequence of variation in degree of phonetic lip rounding by vowel height and backness. Kaun and Zhang's work thus encodes phonetic detail indirectly, formulating markedness constraints that refer to relatively abstracted phonetic generalizations.

On the other end of the spectrum, some work has used far more detailed phonetic information to motivate phonological analysis. McCollum (2018) incorporates mean phonetic values for F1-F2 into Kaun's larger analysis, showing that the language-specific distribution of [round] harmonic pairings in a
normalized F1-F2 vowel space predicts the activity or inertness of vowels in rounding harmony. McCollum (2018) uses prototype-based representations that encode mean phonetic information for each vowel category, which is directly referenced in the phonology. In my analysis, violations of the constraint driving harmony are scaled by the phonetic distance between the triggering [+round] vowel and its [-round] counterpart. Whereas Kaun's (2004) analysis encodes a cross-linguistic generalization, McCollum (2018) builds a competing analysis from language-specific detail, contending that the real source of generalization is observable from fine-grained, language-specific detail. Similarly, Lionnet (2017) analyzes rounding harmony in Laal as the consequence of detailed phonetic knowledge employed by speakers. In Laal, some vowels undergo regressive rounding harmony if they agree in backness and height with the following vowel, and crucially, if they are adjacent to a labial consonant. If the target vowel is not flanked by a labial consonant, harmony fails to apply. Lionnet argues that doubly-triggered harmony is dependent on phonetic coarticulation, since coarticulatory lip rounding from the adjacent consonant serves to define a natural class of undergoers. In his analysis, coarticulatory lip rounding is part of speaker knowledge, which is exploited at the phonology-phonetics interface by continuous subfeatures (e.g. a vowel may be $\llbracket x$ round $\rrbracket$, where $0 \leq \mathrm{x} \leq 1$ ), a hierarchically organized level of representation linking abstract distinctive features with low-level phonetic patterns. In both Lionnet (2017) and McCollum (2018), phonetic detail is available to the phonological grammar, but crucially, in each analysis, the phonological grammar still manipulates only abstract phonological variables (see also Stanton 2019).

In contrast to the preceding work, Braver $(2013,2019)$ accounts for various cases of incomplete neutralization by weighted phonetic constraints. In his work, phonology operates categorically over abstract variables, like the vast majority of generative work. His work differs, though, in that it formalizes the phonetic patterns he claims produce gradient outputs. His two-level model uses the same quantitative optimization employed in Flemming (2001) but without conflating phonetic and phonological modules. Under Braver's analysis, incomplete neutralization is a phonetic fact rather than a phonological
one. Smolensky et al. (2014) suggest the potential for a phonological analysis of incomplete neutralization, and perhaps for other types of gradient sound patterns, Braver argues that gradience is phonetic. The various analyses just discussed are summarized in Table 6.1 below. For each analysis, the source of gradience, the role of gradience in phonology, and the nature of phonological and phonetic optimization are listed with an example citation. Note that blank spaces in the table represent areas where the analysis makes no explicit claims. These four views are compared and contrasted with the view developed here, that phonology may be gradient. If phonology may be gradient, then phonetics is not the only source of gradience in the grammar. Furthermore, if phonology may be gradient, discrete optimization becomes problematic, as discussed below.

Table 6.1: Summary of previous work on gradience in phonology

|  | Unified <br> model | Phonetically-based <br> model | Direct reference <br> model | Two-level <br> model | Gradient <br> phonology |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Source of <br> gradience |  | abstract phonetic <br> generalizations | detailed <br> phonetic <br> information | phonetics | phonology |
| Gradience in <br> phonology | yes | as indirect support <br> for discrete <br> constraints | as direct support <br> for discrete <br> constraints | no | yes |
| Phonological <br> optimization | unified; | discrete | discrete | discrete | quantitative |
| Phonetic <br> quantitative |  |  | quantitative |  |  |
| Example <br> citation | Flemming <br> $(2001)$ | Zhang (2004) | Lionnet (2017) | Braver <br> $(2019)$ |  |

### 6.1.2 Gradience and exceptionality

One recent line of work has been introducing gradience into phonological analysis, not to account for subphonemic gradience, but rather to address exceptionality. This body of work has centered around Gradient Symbolic Computation (GSC; Smolensky et al. 2014; Smolensky \& Goldrick 2016). As an
example, Smolensky \& Goldrick (2016) analyze liaison in French using gradient representations. The basics of the French liaison pattern are illustrated in (44). In (44a,b), the final $<\boldsymbol{t}>$ of $<$ petit $>$ is pronounced before $<$ ami $>$, but not before $<$ copain $>$. In (44c), the second $<\mathfrak{t}>$ of $<$ petite $>$ is pronounced before $<$ copine $>$, in contrast to (1b), where orthographic $\langle\mathfrak{t}\rangle$ is not pronounced. The real question is why [t] (among several other consonants) is pronounced at the ends of some words but not others. Finally, in (1d), no [t] is pronounced between <joli> and <ami>. There is no orthographic evidence to support an underling $/ \mathrm{t} /$ in either $<\mathrm{joli}>$ or $<$ ami $>$. This form thus serves to show that $[\mathrm{t}]$ is not simply epenthetic in (1a), repairing hiatus between final $/ \mathrm{i} /$ in <petit> and initial $/ \mathrm{a} /$ in <ami>. In turn, this supports $/ \mathrm{t} /$ being present underlyingly in these word pairs. If /t/ is present underlyingly in at least some of these forms, the question is why it surfaces in some forms (44a,c) and not others (44b).
(44) French liaison

|  | Orthography | Surface form | Gloss |
| :--- | :--- | :--- | :--- |
| a. | petit ami | pø.ti.ta.mi | 'little.MASC friend.MASC' |
| b. | petit copain | pø.ti.ko.p | 'little.MASC friend.MASC' |
| c. | petite copine | pø.tit.ko.pin | 'little.FEM friend.FEM' |
| d. | joli ami | 3o.li. a.mi | 'nice.MASC friend.MASC' |

As discussed in Smolensky \& Goldrick (2016), two general types of analyses have been posited for French. The first claims that the liaison consonant is part of the lexical entry of the first word, making <petit> underlyingly /pøtit/. Crucially, final [t] only surfaces in some contexts, and is deleted in others. Under the second type of analysis posited in the literature, the liaison consonant is actually affiliated with the second word, whose segmental form is determined by the preceding word. Thus, the word 'friend.MASC' has the allomorphs, /tami/, /ami/, and several others, which are determined based on preceding context. The key question is thus, where does the [ t ] come from? Based on ( 44 d ), liaison [ t ] does not appear to be epenthetic, suggesting that it is underlyingly part of at least one of the words in each
phrase in (44). While phonologists have argued that the liaison consonant is part of either the first or second word, Smolensky \& Goldrick (2016) instead argue that the liaison consonant is actually present in both words. Therefore, the lexical entries for <petit> and <ami> from (44a) are /pøtit/ and /tami/. However, the final /t/ in /pøtit/ and the initial /t/ in /tami/ are different from other consonants in French. They claim that these are defective, and encode this by assigning them gradient values, like $0.5 \mathrm{lt} /$ and 0.3 /t/. Gradient representations are present underlyingly across the lexicon for liaison consonants at the left edge of vowel-initial words. Similarly, the gradient value associated for the orthographically represented consonant is underlyingly present in word-final position. Under their analysis, it is the combined effect of multiple defective (i.e. gradient) consonants that yields a pronounced liaison consonant.

A similar line of reasoning is exploited in Zimmermann (2018 a,b,c,d, 2019) to derive exceptional tonal and segmental patterns across a range of languages. Zimmermann uses gradient input representations to predict what she calls "ghost segments." In many cases, she examines categorical surface representations from gradient inputs. This is largely in line with Smolensky \& Goldrick (2016), using gradient representations as a representational solution for exceptionality within a categorical formalism. Yet, in some cases she considers the possibility of gradient surface representations, arguing that markedness constraints must be able to evaluate gradient outputs. For instance, in Zimmermann (2018d), she accounts for variable consonantal realization in Nuu-chah-nulth with gradient inputs. Some suffixes in the language occur with their underlying onset consonants post-vocalically. Postconsonantally, though, these suffixes are realized without their initial consonants. These unstable segments differ from regular suffixes, whose initial consonants are realized both post-vocalically and post-consonantally. Zimmermann (2018d) contends that these unstable consonants are underlyingly specified as gradient. Moreover, these gradient inputs may surface as gradient outputs, too. She argues that the input /q/ in /Rata-quml/ 'two-round' is specified as $0.5 / \mathrm{q} /$, and surfaces as 0.5 [q] in the output. Problematically, since she does not tie gradience to any verifiable acoustic or articulatory properties, it is unclear what 0.5 [q] would sound like. More generally, Zimmermann does not connect her
representational assumptions with actual phonological production. Without an articulated view of how these gradient forms are actually realized in speech production, it is challenging to evaluate Zimmerman's claim. This abstraction is not the only problem to be found in this use of gradience. Additionally, it is not at all clear what aspects of [q] are specified as 0.5 . Is the [consonant] feature gradient? Or is the [dorsal] feature? This treatment of gradience parallels that in Smolensky \& Goldrick (2016), which appears to treat the segment as the fundamental building block, ignoring the key role that subsegmental features play in phonology. Without an understanding or real commitment to the actual surface properties of gradient segments, gradience is simply a representational device to account for exceptionality. In this way, gradient representations look very similar to diacritic features in Chomsky \& Halle (1968) and other representational strategies to account for exceptional forms. Additionally, since Zimmermann (2018a,b,c,d, 2019) and Smolensky \& Goldrick (2016) tie gradience to segments rather than features, these analyses make very few testable phonetic predictions.

In this line of work, gradience is tied to exceptionality and not subphonemic effects. Despite this overarching generalization, Smolensky et al. (2014:1126-27) suggests the possibility for linking gradience to surface phonetic properties in a more principled way. "Gradient Symbol Processing allows us to go further, and account for the empirically documented incompleteness of German final voicing neutralization. As in the empirical data, these simulations show that the final t's output for $/ \mathrm{rad} / \rightarrow$ [rat] 'wheel' and for /rat/ $\rightarrow$ [rat] 'advice' differ slightly. The former is slightly closer than the latter to /d/, showing a gradient trace of the underlying lexical form." Beyond this comment, there has been little work in GSC connecting gradient representations with subphonemic effects and incomplete neutralization.

One of the most significant challenges for encoding gradience in the formalism is translating between phonetics and phonology. The mapping between something like F2 and the phonological feature [back] is not always straightforward. To account for gradient backness across a number of alternations, in the next section I detail a normalization procedure that allows for comparisons both across-speakers and
across-alternations. By doing so, this allows for a level of generalization not possible under raw Hz or z score normalized values for F2.

### 6.2 Normalization

For the analysis developed later in the chapter, I use a relative measure of backness that generalizes across all harmonic alternations in a language. One might wonder if the raw Hertz or z-score normalized phonetic representations from the previous chapter are appropriate. If they aren't, what is the character of those representations that precludes them from adequately serving as a phonological representation? To answer this question, consider the realization of the Uyghur vowels $/ \mathrm{a} / \mathrm{and} / \mathrm{u} /$. In initial syllables, their mean F2(z) is -0.66 and -1.12 , respectively. If $z$-values are used, how can one generalize across particular harmonic pairings? Should -0.66 z represent a categorically [+back] vowel? Or should -1.12 z represent a categorically [+back] vowel? It should be obvious that neither value provides a workable point of reference for generalizing over all [+back] vowels. Of course, one key difference between $/ \mathrm{a} /$ and $/ \mathrm{u} /$ is lip rounding, and it is possible to generate a single z -value for [back] and [round] by taking the beta values from the linear regression developed in the previous chapter. There are at least two problems with such an approach. First, there is no guarantee that every regression model fits the data, and without an additional stipulation regarding model fit, it is unclear how to ensure that the point of reference output by the model is actually appropriate. Second, the model relativizes over the different fixed effects (i.e. features) used to predict vowel acoustics, and so can only really output individual points of reference for each feature combination used in the fixed effect structure. Stated differently, such a model for Uyghur could output points of reference for [+back,-round], [+back, +round], [-back, -round], and [-back, +round] vowels, but not for [+back] and [-back] without reference to rounding. Since backness and rounding both primarily affect F2, it can be difficult to separate effects of rounding and backness from one another. For these reasons it is more advantageous to use a normalization method that generalizes across harmonic pairings in such a way that the feature [back] is
completely separated from [round], something which raw Hertz or z -score normalized F2 values cannot easily do.

The method used to normalize across harmonic pairing here is based on the method used in Lionnet (2017) to account for gradient rounding harmony in Laal. Lionnet represents the roundness of a high back vowel in Laal as its relative linear position between the two relevant phonemic categories, /i/ and $/ \mathrm{u} /$, or $/ \mathrm{a} /$ and $/ \mathrm{o} /$. So, a high vowel produced with an F2 value halfway between the two endpoints, $/ \mathrm{i} /$ and $/ \mathrm{u} /$ would receive a value of 0.5 round, which Lionnet formalizes as a subfeatural representation, indicated by $\llbracket r o u n d \rrbracket$, e.g. $\llbracket 0.5$ round $\rrbracket$. This type of representation can be stated more explicitly, as in (45) and (46), which provide the basis for the gradient representation of [back] throughout.
(45) For F2 of a particular vowel token $x$ for an alternation between vowel categories Y and Z , with mean initial-syllable values, $y$ and $z$, the $\llbracket b a c k \rrbracket$ representation of that particular token is equivalent to the ratio of the distance between $\mathrm{F} 2_{x}$ and $\mathrm{F} 2_{y}$, and $\mathrm{F} 2_{y}$ and $\mathrm{F} 2_{z}$, $\Delta \mathrm{F} 2_{y-x}$ and $\Delta \mathrm{F} 2_{y-z}$, where $y$ is the unmarked value of the feature [back].

$$
\begin{equation*}
\llbracket \text { back } \rrbracket_{\mathrm{x}}=\frac{|\mathrm{F} 2 \mathrm{y}-\mathrm{F} 2 \mathrm{x}|}{|\mathrm{F} 2 y-\mathrm{F} 2 z|} \text { or } \Delta \mathrm{F} 2_{y-x} / \Delta \mathrm{F} 2_{y-z} \tag{46}
\end{equation*}
$$

To exemplify how this produces a gradient representation, consider vowel $x$ somewhere between Uyghur $/ æ /$ and $/ \mathfrak{a} /$, with F2 of 1500 Hz . If F2 of initial-syllable $/ \mathfrak{æ} / \mathrm{and} / \mathrm{a} /$ are 1850 and 1300 Hz , respectively, then the $\llbracket b a c k \rrbracket$ value for this particular vowel would be represented in (47).

$$
\begin{equation*}
\llbracket \text { back } \rrbracket_{\mathrm{x}}=\frac{|1850-1500|}{|1850-1300|}=\frac{350}{550}=0.64 \tag{47}
\end{equation*}
$$

A different normalization equation was used for each alternating pair, so a [+high, +round] vowel with $\llbracket b a c k \rrbracket=0.5$ has a different F2 value than a [-high, -round] vowel with the same gradient backness value, $\llbracket$ back $=0.5$, because backness values are relativized to each harmonic pair. Furthermore, to account for
interspeaker variation, each $\llbracket b a c k \rrbracket$ is relativized for each speaker. So, backness values take pair- as well as speaker-specific information to produce a generalized backness value that can be compared across harmonic pairings and speakers. Generally speaking, a value of 0 is equivalent to a categorical [-back] vowel, while a value of 1 is equivalent to a categorical [+back] vowel. Note that values below 0 and above 1 are possible, and occur in cases where the F2 value of a given token is hyperarticulated relative to its mean initial-syllable value. I assume that all values below 0 are treated like 0 , and all values above 1 are treated like 1. These values reflect phonetic hyperarticulation, which is not the concern of this analysis, and so all hyperarticulated vowels are treated as equivalent to categorical [ $\pm$ back] vowels in the phonologies of these languages. Finally, it is also worth noting that the normalized method employed is linear. This reflects the nature of vowel perception, which is far more linear than the perception of consonant voicing (Fry et al. 1962; Lisker \& Abramson 1970).

### 6.2.1 Uyghur

When applied to the Uyghur data, the normalization procedures just described resulted in the plots in Figure 6.1. The goal of the phonological analysis is to generate an approximation of the attested patterns for all word-types collected. Since the normalization method employed allows us to generalize across the particular backness alternations in the language, the remaining task is to account for words of varying lengths. To that end, fourteen possible word-types require an analysis, varying in length from one to five syllables, and differing in length of the morphological root from one to two syllables.

The same generalizations from Chapter 4 re-emerge in Figure 6.1 below. First, the front vowels (light grey) show no systematic shifts by-position, although there is a tendency for second-syllable vowels in words formed from disyllabic roots to be more fronted than their suffixal counterparts. Second, among the back vowels (dark grey), as syllable number increases, vowels tend to be produced with decreasing backness. Third and finally, second-syllable, and to a lesser degree, third-syllable vowels in words
formed from disyllabic roots tend to be realized with more categorically 【back』 values. This suggests that backness is more categorical within roots than across morpheme boundaries.

Mean values from Figure 6.1 are treated as data points to which to fit the HG analysis throughout this chapter. In effect, instead of analyzing each token, this allows for a reasonable abstraction over production patterns in the data. A great deal of phonetic variation is removed, and we are left with a more general depiction of harmony.


Figure 6.1: Normalized backness of Uyghur words by backness, length and root type (with SE bars). Lighter grey indicates [-back], darker grey indicates [+back]; darker colors indicate disyllabic roots.

### 6.2.2 Kazakh

Kazakh vowel quality after normalization generally follows the same pattern as in Uyghur, which was discussed in Chapter 4. Front vowels exhibit no systematic shifts by position while the back vowels undergo gradient fronting in non-initial syllables, shown in Figure 6.2 below. The only position that shows significant centralization for the front vowels is in the third syllable of four-syllable words. I suggest that consonantal context plays a significant role here. In roots with [-high] vowels, like /kørpie/ 'sleeping mat', the third syllable of a four-syllable word was always /-lier/ 'PL.' In this context, /r/ triggers anticipatory lowering of F2, producing a pattern of phonetic centralization. In roots with [+high] vowels, like /illm/ 'science', the third syllable of four-syllable was always the root-final consonant plus /$\mathrm{mm} /$ 'POSS.1S.' The bilabial nasal following the third-syllable vowel, as one would expect, triggers slight depression of F2 due to anticipatory lip rounding. Like F2 lowering before /r/, this effect is orthogonal to the general harmony pattern, so I do not attempt to analyze this effect. Before moving on, note that these same suffixes were elicited in other positions, but in those positions a number of other suffixes, e.g. /-die/ 'LOC', /-dien/ 'ABL', /-nı/ 'ACC' and /-I/ 'POSS.3S', were also elicited, nullifying the low-level effects of the suffix-final consonants in PL and POSS.1S.

In contrast to Uyghur, morphology appears to exert no significant effect on Kazakh vowel quality. In words formed from disyllabic roots, there is no general trend toward more peripheral vowel qualities, which suggests a slightly different harmony pattern in Kazakh. In Uyghur, harmony is defined by both morphology and a general gradient fronting of back vowels. In Kazakh, though, only the gradient fronting pattern is evident.


Figure 6.2: Normalized backness of Kazakh words by backness, length and root type (with SE bars). Lighter grey indicates [-back], darker grey indicates [+back]; darker colors indicate disyllabic roots.

### 6.2.3 Kyrgyz

The Kyrgyz data after normalization shows the same pattern observed in Chapter 4, gradient, symmetrical centralization, which is shown in Figure 6.3. ${ }^{9}$ The 【back】 values for both front and back vowels shift toward a more central value in non-initial syllables. Like Uyghur, morphology affects the realization of vowel backness, with words formed from disyllabic roots being produced with more peripheral vowel qualities. Similar to Kazakh, the $\llbracket b a c k \rrbracket$ value of third-syllable front vowels in foursyllable words is surprisingly high. The same explanation offered for Kazakh holds for Kyrgyz, too, as vowels in these positions were always followed by the $/ \mathrm{r} /$ of the PL suffix, or $/ \mathrm{m} /$ of the first-person possessive suffix.

[^7]

Figure 6.3: Normalized backness of Kyrgyz words by backness, length and root type (with SE bars). Lighter grey indicates [-back], darker grey indicates [+back]; darker colors indicate disyllabic roots.

### 6.3 Analysis

In this section I demonstrate how to incorporate gradient representations into HG, building an analysis of gradient backness harmony in Uyghur and Kazakh, which is compared to the analysis of categorical harmony in Kyrgyz.

### 6.3.1 Uyghur

### 6.3.1.1 Categorical model

Thus far I have argued that the typical conception of phonology, which manipulates categorical variables only, cannot adequately account for the patterns attested in languages like Uyghur and Kazakh. In Chapter 4, I argued that known phonetic forces of reduction and underspecification-dependent interpolation are inconsistent with the attested shifts in vowel quality in these two languages. If this is the
case, the phonologist cannot assume that all gradient backness is phonetic in nature, and if not phonetic, these gradient values require a phonological account.

To lay the groundwork for the central analysis developed in this chapter, I provide a brief HG analysis of backness harmony in Turkic. Since the harmony is for vowel backness, we need markedness and faithfulness constraints that refer to the feature [back]. The markedness constraint in (48) penalizes every instance of [+back] on the surface, and the faithfulness constraint in (49) penalizes all input-output mismatches for [back].

$$
\begin{array}{ll}
\text { *BK } & \text { assign a violation to every vowel that bears the feature [+back] } \\
\text { IDENT-IO[BK] } & \begin{array}{l}
\text { assign a violation to every input-output pair that disagrees for } \\
{[\mathrm{back}]}
\end{array}
\end{array}
$$

In addition to these two constraints, we need a constraint to motivate harmony. The AGREE constraint in (50) prohibits vowel bigrams that disagree in backness. Agree does not impose directionality on assimilation (Lombardi 1999; Baković 2000), so to enforce that fact that the initial-syllable controls harmony in Turkic, I use a positional faithfulness constraint to protect the initial-syllable vowel from assimilation for [back] (51).
(50) AGREE[BK] assign a violation to every syllable-adjacent vowel pair that disagrees for the feature [+back]
(51) IDENT-IO $[\mathrm{BK}]_{\sigma_{1}}$ assign a violation to every input-output pair in the initial syllable that disagrees for [back]

The four constraints introduced in (48-51) and their weights are exemplified in (52). The most highly weighted constraint is the positional faithfulness constraint, enforcing the fact the initial syllables
never alternate for harmony. Since AGREE[BK] is weighted much more highly than both *BK and ID$\mathrm{IO}[\mathrm{BK}]$ in (52), categorical harmony obtains in the language. Candidate (52a) below assimilates the firstsyllable vowel to the front vowels elsewhere in the word, incurring a violation of both the positional faithfulness and general faithfulness constraints. Since the weights of these are 10 and 1 , respectively, and all violations are standardly assigned negative values, this output candidate receives a Harmony score of -11. Candidate (52b), the faithful candidate, fails to assimilate any of the non-initial front vowels, incurring a single violation of AGREE[BK] and the markedness constraint *BK. As a consequence, candidate (52b) receives a Harmony score of $-9((-8 * 1)+(-1 * 1)=-9)$. Candidate (52c) assimilates the second-syllable vowel to [+back], but harmony on the third- and fourth-syllable vowels fails, incurring a single violation of AGREE, two violations of *BK, and one violation of ID-IO[BK]. Since these two constraints were assigned weights of 8,1 , and 1 , respectively, this output candidate is given a Harmony score of -11 . Candidate (52d) achieves harmony on the second- and third-syllable vowels, with only the fourth-syllable vowel failing to surface as [+back], incurring one more violation of *BK and ID-IO[BK] than candidate (52c). These additional violations result in a Harmony score of -13. Candidate (52e), the optimal candidate, does not violate the positional faithfulness constraint or AGREE[BK], but does incur four violations of *BK and three violations of ID-IO[BK]. The low weighting of these constraints results in full harmony in (52), as candidate (52e) receives the highest (least negative) Harmony score, -7 . Although the categorical analysis is framed in terms of constraint weights rather than strict domination, the predicted outcomes are identical due to the representational assumptions that underlie both formalisms. Generally, both assume that phonological representations are categorical, and as a result, harmony either obtains or fails; there is no middle ground of partial assimilation.
(52)

|  |  |  | 10 | 8 | 1 | 1 |  |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
|  | Cand. | paltæ-lær-dæ/ | ID-IO[BK] | AGREE[BK] | *BK | ID-IO[BK] | HARMONY |
|  | a. | pæltæ-lær-dæ | -1 |  |  | -1 | -11 |
|  | b. | paltæ-lær-dæ |  | -1 | -1 |  | -9 |
|  | c. | palta-lær-dæ |  | -1 | -2 | -1 | -11 |
|  | d. | palta-lar-dæ |  | -1 | -3 | -2 | -13 |
|  | e. | palta-lar-da |  |  | -4 | -3 | -7 |

To further demonstrate the predictions of the typical phonological model, consider how model outputs compare to the attested backness values in Uyghur. This comparison is shown in Figure 6.4, with predictions from this categorical model being plotted with hollow circles and dotted lines.


Figure 6.4: Categorical model predictions compared to attested outputs for Uyghur by backness, length and root type (with SE bars).

As can be seen in Figure 6.4, the categorical model fits the attested data relatively well for first- and second-syllable vowels, but then back vowels in the third, fourth, and fifth syllables diverge significantly from the predictions of the categorical model. In total, the categorical model accounts for roughly $84 \%$ of the attested variance in the data. I will return to this point in Section 6.3.3, where I discuss the metric and method used to calculate model fit. By recognizing [+back] and [-back] in the phonology of Uyghur, the categorical model can account for most of attested variation in the data. One might wonder if adding or
modifying existing constraints could improve model fit, but crucially, since the model is constrained to produce categorical values of [back], no modification can improve the model.

### 6.3.1.2 Gradient representations

In order to improve model fit, and more meaningfully account for the variation attested in Uyghur, continuous variables must be introduced into the formalism. To do that, only one modification needs to be made to HG, GEN must be modified to produce gradient representations. Thus, in the gradient HG developed here, GEN may produce continuous values for a feature [F]. I will represent categorical $[-\mathrm{F}]$ as 0 and $[+\mathrm{F}]$ as 1 , with continuous values in between representing gradient values for [F]. All values output from the normalization described above that result in numbers greater than 1 or less than 0 are treated in the grammar as 1 or 0 . In other words, outputs that are more categorically front or back than their initial-syllable counterparts are treated equivalently to those counterparts.

If GEN can generate candidates with gradient representations, the rest of the architecture is already equipped to deal with these representations. First, consider Con. For the constraints in Con to be able to evaluate gradient representations in the candidate set, CON must contain constraints capable of gradient evaluation. Yet, at first glance Con might not seem equipped to do this. To see that Con, in its current form, is able to evaluate gradient representations, consider the evaluation of a markedness constraint, like *[BK], which penalizes output [+back] vowels. In a categorical framework, possible values to evaluate are $\{0,1\}$, while in a gradient model, they are continuous between 0 and 1 , producing potentially gradient constraint violations. I propose that any amount of backness incurs a violation of *[BK]. Thus, an output candidate with vowel $V$ bearing a [back] value of $n$ incurs exactly $n$ violations of *[BK] (53).
(53) For any output form containing vowel $V$, whose value for $\llbracket b a c k \rrbracket=n$, the total violations to $*[\mathrm{BK}]$ for $V=n$.

Allowing a representation with continuous values for［F］，e．g．［back］，does not change the essential nature of the constraint．Thus，a vowel with output $\llbracket b a c k \rrbracket=0.3$ incurs exactly 0.3 violations of $*[B K]$ ．In this way，the expansion of representations from $\{0,1\}$ to $\{0 \ldots 1\}$ results in no fundamental changes in how markedness constraints are evaluated．${ }^{10}$ There are other ways one could define a constraint like＊［BK］． One could penalize all values $v, 0.5<v<1 \llbracket$ back】，ignoring all output forms with backness $0<v<0.5$【back】．In effect，this operationalization of＊［BK］would，in tandem with an equivalent＊［FRONT］ constraint，result in a preference for central vowels over either front or back vowels．If＊［FRONT］assigns violations to all vowels with values $\mathrm{w}, 0<v<0.5 \llbracket \mathrm{back} \rrbracket$ ，then the least marked vowel will have 0.5【back】，since this is the only vowel not penalized by either constraint．The definition of $*[B K]$ in（53） instead favors categorically front vowels，since only vowels with zero backness avoid violating the constraint．

Now，consider the evaluation of a faithfulness constraint，which is a straightforward extension of the above observation for the evaluation of gradient markedness constraints．For instance，a constraint like IDENT－IO［BK］evaluates correspondent input－output pairs for mismatches in［back］．If an input vowel is specified with $\llbracket$ back $\rrbracket=0$ ，and its output correspondent is specified with $\llbracket b a c k \rrbracket=0.7$ ，the difference between these two is 0．7．In its most general sense，a faithfulness constraint evaluates this difference．In binary terms，the possible differences are $\{0,1\}$ ，but in scalar or gradient terms，these differences increase．As an example，consider Clements＇（1991）analysis of height assimilation．He argues that vowel height can be treated as a single phonetic distinction，and represented as a single scalar feature，with the height of $/ a /=4, / \varepsilon \rho /=3$ ，$/ \mathrm{e} o /=2$ ，and $/ \mathrm{i} u /=1$ ．If height is defined in these terms，an output form involving a shift input／a／to［i］could incur 3 violations of IDENT－IO［HEIGHT］，since the

[^8]difference in vowel height between $/ \mathrm{a} /$ and $[\mathrm{i}]$ is 3 . Returning to the original example, if an input vowel is specified as $\llbracket \mathrm{back} \rrbracket=0$, and its output correspondent is specified as $\llbracket \mathrm{back} \rrbracket=0.7$, the difference between these two is 0.7 , and this difference equals the number of constraint violations incurred. In essence, categorical changes to backness are evaluated exactly the same as gradient ones, as shown in (54). The categorical is only a special case of the regular evaluation of a faithfulness constraint.
(54) For any pair of input-output correspondents, $x$ and $y$, the total violations to IDENT-IO$[\mathrm{BK}]$ are equal to $\mid$ Input $[\text { back }]_{x}-$ Output $\left.[\text { back }]_{y}\right] \mid$ or $\left|\Delta_{x-y}\right|$.

Finally, the introduction of continuous variables into HG requires no modifications to candidate evaluation. Given a set of candidates whose summed product of constraint violations multiplied by their respective constraint weights equals their individual Harmony scores, the existing evaluation of candidates involves selecting the candidate with the least negative Harmony score as optimal. HG already outputs numerical values, since constraints are assigned numerical weights, so the introduction of continuous values into GEN, along with the concomitant introduction of continuously-valued constraint violations has no effect on the evaluation of Harmony, since Harmony scores are not constrained by the representational assumptions that typically hold over features. By allowing numerical weights in HG, the evaluation function must already deal with continuous values, so the introduction of continuous values at the level of GEN does not affect evaluation. With these preliminaries laid out, we can proceed to the details of the analysis.

### 6.3.1.3 Constraint set

The analysis proposed here utilizes four types of constraints to account for gradient harmony in Uyghur: markedness, faithfulness, constraints against gradient representations, and a harmony-driving
constraint. The first and second, the markedness and faithfulness constraints from above, *[BK] and Ident-IO[BK] are explicitly recast in gradient terms below in (55-56).
$\begin{array}{ll}\text { (55) } \quad * \llbracket \mathrm{BK} \rrbracket & \text { Assign } n \text { violations to every output vowel with } \llbracket \mathrm{BACK} \rrbracket=n . \\ \text { (56) } \quad \text { IDENT-IO } \llbracket \mathrm{BK} \rrbracket & \begin{array}{l}\text { For any pair of input-output correspondents, } p \text { and } q \text {, assign } r \\ \left.\text { violations, where } r=\mid \text { Input }[\mathrm{back}]_{\mathrm{p}}-\text { Output }[\text { back }]_{q}\right] \mid \text { or }\left|\Delta_{p-q}\right| .\end{array}\end{array}$

A second faithfulness constraint is necessary to prevent changes to the initial-syllable vowel, which is always part of the morphological root (Beckman 1997, 2013). Since harmony is controlled by the initial syllable, this constraint prevents changes to the initial syllable to escape the harmonic impetus (57).
(57) IDENT-IO $\llbracket \mathrm{BK} \rrbracket_{\rrbracket_{1}} \quad$ For any pair of input-output correspondents, $p$ and $q$, in the initial syllable, assign $r$ violations, where $r=\mid \operatorname{Input}[\text { back }]_{\mathrm{p}}-$ Output[back]q] or $\left|\Delta_{p-q}\right|$.

In addition to markedness, faithfulness, and positional faithfulness, the analysis uses constraints on gradience, as in (58). The larger claim is that gradience is, in some sense, phonologically marked. At this point I conjecture that categorical phonological patterns are easier to learn than gradient patterns, lending a learnability benefit to categoricality.
(58) BECAT $\llbracket \mathrm{BK} \rrbracket \quad$ Assign $s$ violations to every output form with $\llbracket \mathrm{BACK} \rrbracket=t$, where $s$ is the minimum of $|t-1|$ or $|t-0|$.

To see how BECAT $\llbracket \mathrm{BK} \rrbracket$ works, consider an output with a single vowel with $\llbracket \mathrm{BACK} \rrbracket=0.3$. This constraint assesses the featural distance from $t$ to both 0 and 1 , and in this case assigns 0.3 (|0.3-0)| violations to this hypothetical form. In a form with a single vowel with $\llbracket \mathrm{BACK} \rrbracket=0.8$, this constraint would assign 0.2 violations since 0.2 (i.e. $|0.8-1|$ ) is less than 0.8 (i.e. $|0-0.8|$ ). Intuitively, BECAT
determines the shortest path to a categorical feature value, either 0 or 1 , and returns that distance as a number of violations. These constraints are very similar to the constraints used in Lionnet (2017) and Zimmerman (2018) banning gradient outputs. While no constraints actually penalize gradient outputs in the grammatical framework, Gradient Symbolic Computation (Smolensky \& Legendre 2006; Smolensky et al. 2014; Smolensky \& Goldrick 2016), their model incorporates a quantization over gradient representations, producing categorical outputs. Thus, the quantization parameter in their framework limits gradience far more strictly than the constraint-type proposed above.

Lastly, the constraint set needs a constraint to motivate harmony. The constraint used below in (59) is a gradient version of Mahanta's (2008) sequential markedness constraints, which are equivalent to the harmony-drivers in Pulleyblank (2002). She recasts Agree (Lombardi 1999; Baković 2000) as asymmetrical, prohibiting sequences where the active feature value is immediately followed (or preceded) by the opposite feature value.

$$
\begin{array}{ll}
*[+\mathrm{BK}][-\mathrm{BK}] & \begin{array}{l}
\text { For vowels in syllables } v \text { and } v+l \text { in the output, assign } w \\
\text { violations if } \llbracket \mathrm{BK} \rrbracket \text { of vowel }{ }_{v+1}<\llbracket \mathrm{BK} \rrbracket_{\mathrm{v}}, \text { where } w=\left(\llbracket \mathrm{BK} \rrbracket_{v+1}-\right. \\
\left.\llbracket \mathrm{BK} \rrbracket_{\mathrm{v}}\right)^{2} .
\end{array} \tag{59}
\end{array}
$$

This formulation of AGREE essentially parallels quantitative formulations in Kirchner (1997), Flemming (2001), Flemming \& Cho (2017), and Braver (2013, 2019). Two properties of this constraint are noteworthy. First, since the constraint squares the distance between syllable-adjacent vowels, it produces a quadratic function, which is useful for optimization since it has a minimum, in contrast to e.g. a linear function (see discussion in Braver 2013, 2019). Second, since differences in $\llbracket \mathrm{BK} \rrbracket$ are squared, it prefers gradual changes in $\llbracket \mathrm{BK} \rrbracket$ over drastic changes. If this constraint were defined in linear terms, similar to a faithfulness constraint, it would not be able to differentiate between words like those in (60). If harmony is evaluated linearly and backness shifts monotonically throughout the word, the total number of violations will equal the difference between the backness of the most categorically back vowel and the
most fronted vowel in the word，regardless of its trajectory．To see this，consider（61），where the linear constraint assigns 1 violation to both words while the quadratic constraint assigns 1 violation to the first and 0.5 violations to the second．

$$
\begin{array}{lc}
\mathrm{V}-\mathrm{V}-\mathrm{V} & \mathrm{~V}-\mathrm{V}-\mathrm{V}  \tag{60}\\
\llbracket 1 \rrbracket-\llbracket 1 \rrbracket-\llbracket 0 \rrbracket & \llbracket 1 \rrbracket-\llbracket 0.5 \rrbracket-\llbracket 0 \rrbracket
\end{array}
$$

（61）

|  | 【1】－【1】－【0】 |  |  | 【1】－【0．5】－【0】 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Violations |  |  | Violations |  |  |
|  | V1－V2 | V2－V3 | Sum | V1－V2 | V2－V3 | Sum |
| $\begin{aligned} & *[+\mathrm{BK}][-\mathrm{BK}] \\ & \text { (quadratic) } \end{aligned}$ | $(1-1)^{2}=0$ | $(1-0)^{2}=1$ | 1 | $(1-0.5)^{2}=0.25$ | $(0.5-0)^{2}=0.25$ | 0.5 |
| $\begin{gathered} *[+\mathrm{BK}][-\mathrm{BK}] \\ \quad \text { (linear) } \end{gathered}$ | $1-1=0$ | $1-0=1$ | 1 | $1-0.5=0.5$ | $0.5-0=0.5$ | 1 |

One thing to note is that the notion of gradience assumed throughout runs contrary to autosegmental formulations of harmony．In an autosegmental analysis，a single feature is associated with a number of segments，which is problematic given the petering out of assimilation discussed in Chapter 4．If the effect of harmony peters out of the course of the word，and if harmony is modeled as the association of a single ［back］feature to multiple vowels，gradience must emerge from somewhere else．In an AGREE－based analysis，though，agreement is enforced between multiple instances of a given feature，which allows for a more straightforward formalization of diminishing assimilatory effects in non－initial syllables．

## 6．3．1．4 Gradient model

The basic harmony pattern is evident below in（62）．The weight of the positional faithfulness constraint prevents changes to the initial syllable，and the weight of the harmony－driver is greater than the weight of the markedness and faithfulness constraints，consistent with the categorical analysis sketched in
（52）above．For ease of presentation two simplifications are made throughout．First，all gradient values are rounded to the nearest tenth，reducing the number of potential candidates to present in a tableau． Second，in a disyllabic word， 121 possible forms with varying 【back】 values are generated（ignoring the infinite other possible candidates）．In the tableaux below I compare the plausible contenders with the optimal candidate while also showing something of the spectrum of violation profiles generated．To manage the size of the tableaux，I omit some candidates whose Harmony scores are much lower than the optimal candidate．

|  | Cand． | 1－0 | 30 | 20 | 3 | 2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ／bal－dæ／ | ID－IO【BK $\rrbracket_{\text {¢1 }}$ | ＊［＋BK］［－BK］ | ＊［BK】 | ID－IO【Bk】 | HARMONY |
|  | a． | $\begin{aligned} & \hline 0-0 \\ & \text { bæl-dæ } \end{aligned}$ | －1 |  |  | －1 | －32 |
|  | b． | $\begin{aligned} & 0.1-0 \\ & \text { bæl-dæ } \end{aligned}$ | －0．9 | －0．01 | －0．1 | －0．9 | －29．5 |
|  | c． | $\begin{aligned} & \hline 0.2-0 \\ & \text { bæl-dæ } \end{aligned}$ | －0．8 | －0．04 | －0．2 | －0．8 | －27 |
|  |  | ．．． |  |  |  |  |  |
|  | d． | $\begin{aligned} & 1-0.6 \\ & \text { bal-da } \end{aligned}$ |  | －0．16 | －1．6 | －0．6 | －9．2 |
|  | e． | $\begin{aligned} & 1-0.7 \\ & \text { bal-da } \end{aligned}$ |  | －0．09 | －1．7 | －0．7 | －8．3 |
|  | f． | $\begin{aligned} & 1-0.8 \\ & \text { bal-da } \\ & \hline \end{aligned}$ |  | －0．04 | －1．8 | －0．8 | －7．8 |
| To | g． | $\begin{gathered} 1-0.9 \\ \text { bal-da } \end{gathered}$ |  | －0．01 | －1．9 | －0．9 | －7．7 |
|  | h． | $\begin{aligned} & 1-1 \\ & \text { bal-da } \end{aligned}$ |  |  | －2 | －1 | －8 |

In the above example，the suffix vowel is underlyingly specified as $\llbracket b a c k \rrbracket=0$ ，in conformity with the unmarked status of front vowels in the language．However，per OT＇s insistence that constraint ranking （or in the case of HG，weighting）drives the analysis and not language－specific representational solutions （Prince \＆Smolensky 1993：209），the tableau in（63）demonstrates how the HG analysis differs from（62） when the locative suffix is underlyingly specified with $\llbracket$ back $\rrbracket=1$ ．In this case，the analysis predicts that
harmony categorically assimilates the suffix vowel．Why do the analyses differ，though？Their constraint set and weights are the same，but they predict different outputs．The answer is the general faithfulness constraint，Id－IO【BK】．The difference in prediction lies in the second syllable，so the positional faithfulness constraint indexed to the initial syllable is not the cause．Moreover，neither the markedness constraint，＊【BK】，nor the harmony－driving constraint，＊［＋BK］［－BK］，are the cause，since the difference emerged from a change to the underlying representation of the suffix．This leaves only the general faithfulness constraint，which makes sense because the faithfulness constraint evaluates the transduction from input to output，and only this constraint evaluates the representational change made to the second－ syllable vowel in（63）．
（63）

|  | Cand． | $1-1$ <br> bal－da／ | 30 | 20 | 3 | 2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | aD－IO $\llbracket \mathrm{BK} \rrbracket_{\sigma 1}$ | ＊［＋BK］［－BK］ | ＊【BK | $\mathrm{ID}-\mathrm{IO} \llbracket \mathrm{BK} \rrbracket$ | HARMONY |  |  |
|  | $0-0$ <br> bæl－dæ | -1 |  |  | -2 | -34 |  |
|  | b． | $0.1-0$ <br> bæl－dæ | -0.9 | -0.01 | -0.1 | -1.9 | -31.3 |
|  | c． | $0.2-0$ <br> bæl－dæ | -0.8 | -0.04 | -0.2 | -1.8 | -29 |
|  | d． | $1-0.6$ <br> bal－da |  | -0.16 | -1.6 | -0.4 | -8.8 |
|  | e． | $1-0.7$ <br> bal－da |  | -0.09 | -1.7 | -0.3 | -7.5 |
|  | f． | $1-0.8$ <br> bal－da |  | -0.04 | -1.8 | -0.2 | -6.6 |
|  | g． | $1-0.9$ <br> bal－da |  | -0.01 | -1.9 | -0.1 | -6.1 |
| h． | $1-1$ <br> bal－da |  |  | -2 |  | -6 |  |

These differences，albeit small，suggest a fundamental problem with faithfulness in the analysis． The problem derives from the introduction of gradient representations，and the resultant grammar＇s ability to compromise．OT and HG cannot produce compromise，since both operate over discrete variables，and both strict domination and cumulativity produce categorical outcomes．By introducing gradient
representations into the computation，the grammar is now able to produce outputs that aren＇t preferred by any constraint．In essence，$*[+\mathrm{BK}][-\mathrm{BK}]$ compels categorical harmony while $* \llbracket \mathrm{BK} \rrbracket$ compels wholesale vowel fronting．The third force at work，faithfulness，simply seeks to avoid change，regardless of input specification．When underlying $\llbracket b a c k \rrbracket=0$ ，faithfulness teams up with＊$\llbracket \mathrm{BK} \rrbracket$ ，resulting in more gradient assimilation of the suffix．However，when underlying $\llbracket b a c k \rrbracket=1$ or 0.9 ，faithfulness teams up with harmony to produce more categorical assimilation．As a result，I exclude the general faithfulness constraint from the following tableaux．This is equivalent to weighting faithfulness so lowly that its effect is negligible．With ID－IO［BK］excised from the tableaux below，the input specification of the suffix vowel no longer makes divergent predictions．Instead，in both tableaux in（64）and（65），the prediction is the same．
（64）

|  | Cand． |  | 30 | 20 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ／bal－dæ／ | ID－IO【BK $\rrbracket_{\sigma 1}$ | ＊［＋BK］［－BK］ | ＊【BK】 | HARMONY |
|  | a． | $\begin{aligned} & \hline 0-0 \\ & \text { bæl-dæ } \end{aligned}$ | －1 |  |  | －30 |
|  | b． | $\begin{aligned} & 0.1-0 \\ & \text { bæl-dæ } \end{aligned}$ | －0．9 | －0．01 | －0．1 | －27．5 |
|  | c． | $\begin{aligned} & 0.2-0 \\ & \text { bæl-dæ } \end{aligned}$ | －0．8 | －0．04 | －0．2 | －25．4 |
|  |  | $\ldots$ |  |  |  |  |
|  | d． | $\begin{aligned} & 1-0.6 \\ & \text { bal-da } \end{aligned}$ |  | －0．16 | －1．6 | －8 |
|  | e． | $\begin{gathered} 1-0.7 \\ \text { bal-da } \end{gathered}$ |  | －0．09 | －1．7 | －6．9 |
|  | f． | $\begin{aligned} & 1-0.8 \\ & \text { bal-da } \end{aligned}$ |  | －0．04 | －1．8 | －6．2 |
| G | g． | $\begin{gathered} 1-0.9 \\ \text { hal-do } \end{gathered}$ |  | －0．01 | －1．9 | －5．9 |
|  | h． | $\begin{aligned} & 1-1 \\ & \text { bal-da } \end{aligned}$ |  |  | －2 | －6 |

(65)

|  | Cand. | $1-1$ <br> bal-da/ | 30 | 20 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | a. | ID-IO $\llbracket \mathrm{BK} \rrbracket_{\sigma 1} 1$ <br> bæl-dæ | -1 | *[+BK][-BK] | *【BK $\rrbracket$ | HARMONY |
|  | b. | $0.1-0$ <br> bæl-dæ | -0.9 | -0.01 | -0.1 | -27.5 |
|  | c. | $0.2-0$ <br> bæl-dæ | -0.8 | -0.04 | -0.2 | -25.4 |
|  |  | $\ldots$ |  |  |  | -30 |
|  | d. | $1-0.6$ <br> bal-da |  | -0.16 | -1.6 | -8 |
|  | e. | $1-0.7$ <br> bal-da |  | -0.09 | -1.7 | -6.9 |
|  | f. | $1-0.8$ <br> bal-da |  | -0.04 | -1.8 | -6.2 |
| g. | $1-0.9$ <br> bal-da |  | -0.01 | -1.9 | -5.9 |  |
|  | h. | $1-1$ <br> bal-da |  |  | -2 | -6 |

By doing so, the constraint weightings in (64) and (65) derive the predicted outputs patterns independent of the input feature specification of the suffix, in conformity with Richness of the Base.

Note that the input specification of the initial syllables above was always 1 . One might wonder what the HG analysis predicts when the initial syllable is assigned a value like $\llbracket$ back $\rrbracket=0.6$. In (66), the predicted output crucially maintains the input specification for $\llbracket b a c k \rrbracket$ in the initial syllable. This is not unexpected, since the highest weighted constraint bans changes to the initial-syllable input. However, this is problematic because the actual data from all three languages with harmony strongly suggests that initial-syllable vowels are not produced with gradient degrees of backness. Before addressing this issue, (66) demonstrates one way in which the analysis developed here produces a restricted typology of expected patterns. Note in (66) that all candidates with second-syllable vowels that are more $\llbracket b a c k \rrbracket$ than the initial-syllable vowel are harmonically bounded. The predicted output, with $\llbracket b a c k \rrbracket$ values equaling $\llbracket 0.6 \rrbracket \llbracket 0.5 \rrbracket$ harmonically bounds all candidates with backness values like $\llbracket 0.6 \rrbracket \llbracket 0.7 \rrbracket$, $\llbracket 0.6 \rrbracket \llbracket 0.8 \rrbracket$, and $\llbracket 0.6 \rrbracket \llbracket 0.9 \rrbracket$. The only constraint that distinguishes between these candidates is *$\llbracket в к \rrbracket$ and since the
number of violations to $* \llbracket \mathrm{BK} \rrbracket$ for a candidate with increasing backness will always be greater than the number of violations to $* \llbracket B K \rrbracket$ for a candidate with non-increasing backness, all candidates with increasing backness are guaranteed to be suboptimal.
（66）

|  | Cand． | 0．6－0 | 30 | 20 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ／bal－dæ／ | ID－IO【BK $\rrbracket_{\text {¢1 }}$ | ＊［＋BK］［－BK］ | ＊【ВK】 | HARMONY |
|  | a． | $\begin{aligned} & 0-0 \\ & \text { bæl-dæ } \end{aligned}$ | －0．6 |  |  | －18 |
|  | b． | $\begin{aligned} & 0.1-0 \\ & \text { bæl-dæ } \end{aligned}$ | －0．5 | －0．01 | －0．1 | －15．5 |
|  | c． | $\begin{aligned} & 0.2-0 \\ & \text { bæl-dæ } \end{aligned}$ | －0．4 | －0．04 | －0．2 | －13．4 |
|  |  | ．．． |  |  |  |  |
|  | d． | $\begin{aligned} & \hline 0.6-0 \\ & \text { bal-dæ } \end{aligned}$ |  | －0．36 | －0．6 | －9 |
|  | e． | $\begin{aligned} & 0.6-0.1 \\ & \text { bal-dæ } \end{aligned}$ |  | －0．25 | －0．7 | －7．1 |
|  | f． | $\begin{aligned} & 0.6-0.2 \\ & \text { bal-dæ } \end{aligned}$ |  | －0．16 | －0．8 | －5．6 |
|  | g． | $\begin{aligned} & 0.6-0.3 \\ & \text { bal-dæ } \end{aligned}$ |  | －0．09 | －0．9 | －4．5 |
|  | h． | $\begin{aligned} & 0.6-0.4 \\ & \text { bal-dæ } \end{aligned}$ |  | －0．04 | －1 | －3．8 |
| $\square$ | i． | $\begin{aligned} & \hline 0.6-0.5 \\ & \text { bal-da } \\ & \hline \end{aligned}$ |  | －0．01 | －1．1 | －3．5 |
|  | j． | $\begin{aligned} & 0.6-0.6 \\ & \text { bal-da } \end{aligned}$ |  |  | －1．2 | －3．6 |
|  | k． | $\begin{aligned} & 0.6-0.7 \\ & \text { bal-da } \end{aligned}$ |  |  | －1．3 | －3．9 |
|  | 1. | $\begin{aligned} & 0.6-0.8 \\ & \text { bal-da } \end{aligned}$ |  |  | －1．4 | －4．2 |
|  | m． | $\begin{aligned} & 0.6-0.9 \\ & \text { bal-da } \end{aligned}$ |  |  | －1．5 | －4．5 |
|  | n． | $\begin{aligned} & \hline 0.6-1 \\ & \text { bal-da } \end{aligned}$ |  |  | －1．6 | －4．8 |
|  |  | ．．． |  |  |  |  |
|  | o． | $\begin{aligned} & 1-0.6 \\ & \text { bal-da } \end{aligned}$ | －0．4 | －0．16 | －1．6 | －20 |
|  | p． | $\begin{aligned} & 1-0.7 \\ & \text { bal-da } \end{aligned}$ | －0．4 | －0．09 | －1．7 | －18．9 |
|  | q． | $\begin{aligned} & 1-0.8 \\ & \text { bal-da } \end{aligned}$ | －0．4 | －0．04 | －1．8 | －18．2 |
|  | r． | $\begin{aligned} & 1-0.9 \\ & \text { bal-da } \end{aligned}$ | －0．4 | －0．01 | －1．9 | －17．9 |
|  | s． | $\begin{aligned} & 1-1 \\ & \text { bal-da } \end{aligned}$ | －0．4 |  | －2 | －18 |

Although ID-IO $\llbracket \mathrm{BK} \rrbracket_{\rrbracket_{1}}$ can prevent changes to the initial syllable, it cannot by itself ensure that the initial syllable is produced categorically. This role is handled by a BECAT constraint indexed to the root, defined in (67).
(67) $\quad \mathrm{BECAT} \llbracket \mathrm{BK} \rrbracket_{\text {Root }} \quad$ Assign $s$ violations to every output form in the morphological root with $\llbracket \mathrm{BACK} \rrbracket=t$, where $s$ is the minimum of $|\mathrm{t}-1|$ or $|\mathrm{t}-0|$

Introducing this constraint into the analysis and assigning it a high weight resolves the issue of initialsyllable gradience. As seen below, even if the initial syllable is underlyingly given some gradient value for 【back】, the analysis correctly predicts that the initial syllable should be output categorically.
(68)

|  | Cand. | $\begin{array}{\|c\|} \hline 0.6-0 \\ \text { /bal-dæ/ } \\ \hline \end{array}$ | 40 | 30 | 20 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & \mathrm{BECAT} \\ & \llbracket \mathrm{BK} \rrbracket_{\mathrm{RT}} \end{aligned}$ | $\begin{aligned} & \text { ID-IO } \\ & \llbracket \mathrm{BK} \rrbracket_{\sigma 1} \end{aligned}$ | *[+BK][-BK] | *【BK】 | Harmony |
|  | a. | $\begin{array}{\|l\|} \hline 0-0 \\ \text { bæl-dæ } \end{array}$ |  | -0.6 |  |  | -18 |
|  | b. | $\begin{array}{\|l\|l\|} \hline 0.1-0 \\ \text { bæl-dæ } \\ \hline \end{array}$ | -0.1 | -0.5 | -0.01 | -0.1 | -19.5 |
|  | c. | $\begin{array}{\|l\|} \hline 0.2-0 \\ \text { bæ1-dæ } \\ \hline \end{array}$ | -0.2 | -0.4 | -0.04 | -0.2 | -26.8 |
|  |  | ... |  |  |  |  |  |
|  | d. | $\begin{array}{\|l\|} \hline 0.6-0 \\ \text { bal-dæ } \end{array}$ | -0.4 |  | -0.36 | -0.6 | -25 |
|  | e. | $\begin{array}{\|l\|} \hline 0.6-0.1 \\ \text { bal-dæ } \end{array}$ | -0.4 |  | -0.25 | -0.7 | -23.8 |
|  | f. | $\begin{array}{\|l\|} \hline 0.6-0.2 \\ \text { bal-dæ } \end{array}$ | -0.4 |  | -0.16 | -0.8 | -21.6 |
|  | g. | $\begin{array}{\|l\|} \hline 0.6-0.3 \\ \text { bal-dæ } \end{array}$ | -0.4 |  | -0.09 | -0.9 | -20.5 |
|  | h. | $\begin{array}{\|l\|} \hline 0.6-0.4 \\ \text { bal-dæ } \\ \hline \end{array}$ | -0.4 |  | -0.04 | -1 | -19.8 |
|  | i. | $\begin{array}{\|l\|} \hline 0.6-0.5 \\ \text { bal-da } \\ \hline \end{array}$ | -0.4 |  | -0.01 | -1.1 | -19.5 |
|  | j. | $\begin{array}{\|l\|} \hline 0.6-0.6 \\ \text { bal-da } \\ \hline \end{array}$ | -0.4 |  |  | -1.2 | -19.6 |
|  | k. | $\begin{array}{\|l\|} \hline 0.6-0.7 \\ \text { bal-da } \end{array}$ | -0.4 |  |  | -1.3 | -19.9 |
|  | 1. | $\begin{array}{\|l\|} \hline 0.6-0.8 \\ \text { bal-da } \\ \hline \end{array}$ | -0.4 |  |  | -1.4 | -20.2 |
|  | m. | $\begin{array}{\|l\|} \hline 0.6-0.9 \\ \text { bal-da } \\ \hline \end{array}$ | -0.4 |  |  | -1.5 | -20.5 |
|  | n. | $\begin{array}{\|l\|} \hline 0.6-1 \\ \text { bal-da } \\ \hline \end{array}$ | -0.4 |  |  | -1.6 | -20.8 |
|  |  | $\ldots$ |  |  |  |  |  |
|  | o. | $\begin{aligned} & 1-0.6 \\ & \text { bal-da } \end{aligned}$ |  | -0.4 | -0.16 | -1.6 | -20 |
|  | p. | $\begin{aligned} & 1-0.7 \\ & \text { bal-da } \end{aligned}$ |  | -0.4 | -0.09 | -1.7 | -18.9 |
|  | q. | $\begin{aligned} & 1-0.8 \\ & \text { bal-da } \end{aligned}$ |  | -0.4 | -0.04 | -1.8 | -18.2 |
| T | r. | $\begin{aligned} & 1-0.9 \\ & \text { bal-da } \\ & \hline \end{aligned}$ |  | -0.4 | -0.01 | -1.9 | -17.9 |
|  | s. | $\begin{array}{\|l\|} \hline 1-1 \\ \text { bal-da } \\ \hline \end{array}$ |  | -0.4 |  | -2 | -18 |

In addition to resolving the issue of initial－syllable gradience，the particular BECAT constraint employed above serves as second purpose in the analysis．Recall from Chapter 4 and from Figure 6.1 above that second－syllable vowels in Uyghur surface more categorically when they are part of the morphological root than when they are suffixal．More generally，root－internal vowels are produced with more peripheral vowel qualities．I see two straightforward ways to account for this， $\operatorname{BECAT} \llbracket \mathrm{BK} \rrbracket_{\text {Rooт }}$ or a separate harmony－driving constraint indexed to root－internal vowels（i．e．＊［＋BK］［－BK］Roor）．Using a second harmony－driver adds cumulative pressure for root－internal vowels to agree in backness with the preceding vowel，since these vowels would be evaluated by both a general harmony－driving constraint and the positional harmony－driving constraint．This same effect，though，is derivable from BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ since the attested outputs are categorically $\llbracket b a c k \rrbracket$ ，regardless of whether this is encoded as harmony，or as a general preference for roots to be produced with more peripheral vowel qualities．The constraint banning gradient roots serves a second purpose，though，as discussed above，forcing initial－ syllable vowels to surface as either 0 or 1 ．This second use of BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ is not replicable with another constraint motivating harmony，since that constraint is just as inert as the general harmony－driver to enforce categoricality on the trigger itself．The constraint driving harmony can prevent a second－ syllable vowel from being less 【back】 than the initial－syllable vowel，but it has nothing to say concerning the actual gradience or categoricality of that triggering vowel．Thus，I adopt BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Roor }}$ to account both for the categoricality of all root－internal vowels in Uyghur．

In（69），BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ successfully prevents initial－syllable vowels，regardless of their underlying feature specification，from surfacing as gradient．In the tableau below，this same constraint ensures that root－internal vowels are categorically assimilated to the backness of the initial syllable．The weight of $\operatorname{BECAT} \llbracket \mathrm{BK} \rrbracket_{\text {Rooт }}$ compels both root－internal vowels to categorical values for $\llbracket b a c k \rrbracket$ ，and the fact that＊［＋BK］［－BK］is more highly weighted than＊【BK】 produces categorically back vowels within a disyllabic root．
（69）

|  | Cand． | $\begin{gathered} 1-0 \\ \text { /paltæ/ } \end{gathered}$ | 40 | 30 | 20 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | BECAT【BK $\rrbracket_{\text {Roor }}$ | ID－IO【BK $\rrbracket_{\sigma 1}$ | ＊［＋BK］［－BK］ | ＊【BK】 | Harmony |
|  | a． | $\begin{array}{\|l\|} \hline 0-0 \\ \text { pæltæ } \\ \hline \end{array}$ |  | －1 |  |  | －30 |
|  | b． | $\begin{aligned} & 0.1-0 \\ & \text { pæltæ } \\ & \hline \end{aligned}$ | －0．1 | －0．9 | －0．01 | －0．1 | －31．5 |
|  | c． | $\begin{aligned} & 0.2-0 \\ & \text { pæltæ } \end{aligned}$ | －0．2 | －0．8 | －0．04 | －0．2 | －33．4 |
|  |  | ．．． |  |  |  |  |  |
|  | d． | $\begin{array}{\|l} \hline 1-0.6 \\ \text { palta } \\ \hline \end{array}$ | －0．4 |  | －0．16 | －1．6 | －24 |
|  | e． | $\begin{aligned} & 1-0.7 \\ & \text { palta } \end{aligned}$ | －0．3 |  | －0．09 | －1．7 | －18．9 |
|  | f． | $\begin{aligned} & 1-0.8 \\ & \text { palta } \\ & \hline \end{aligned}$ | －0．2 |  | －0．04 | －1．8 | －14．2 |
|  | g． | $\begin{aligned} & 1-0.9 \\ & \text { palta } \\ & \hline \end{aligned}$ | －0．1 |  | －0．01 | －1．9 | －9．9 |
| $\square$ | h． | $\begin{aligned} & 1-1 \\ & \text { palta } \\ & \hline \end{aligned}$ |  |  |  | －2 | －6 |

While the previous tableaux have focused on back vowels，the following tableau provides an analysis of a disyllabic root with front vowels．Despite the second－syllable vowel＇s underlying specification，the analysis correctly predicts that both vowels in this word will surface with categorically front vowels．As one might be able to glean from this single tableau，no constraints penalize surface front vowels，and because all gradient vowels，irrespective of where they fall on the continuum，are assigned some value for【back】，and as a result，they incur violations of＊$\boxed{\mathrm{BK}} \rrbracket$ ．Stated differently，the least marked vowel in the system is a categorically front vowel，so the HG analysis pushes all front vowels to be categorically front
(70)

|  | Cand. | $\begin{array}{\|c} 0-1 \\ \text { /sælla/ } \end{array}$ | 40 | 30 | 20 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & \text { BECAT } \\ & \llbracket \mathrm{BK} \rrbracket_{\mathrm{Root}} \end{aligned}$ | $\begin{aligned} & \mathrm{ID}-\mathrm{IO} \\ & \llbracket \mathrm{BK} \rrbracket_{\mathrm{ol}} \end{aligned}$ | *[+BK][-BK] | *【BK】 | Harmony |
| \% | a. | $\begin{aligned} & 0-0 \\ & \text { sællæ } \end{aligned}$ |  |  |  |  | 0 |
|  | b. | $\begin{aligned} & 0.1-0 \\ & \text { sællæ } \end{aligned}$ | -0.1 | -0.1 | -0.01 | -0.1 | -7.5 |
|  | c. | $\begin{aligned} & \hline 0.2-0 \\ & \text { sællæ } \end{aligned}$ | -0.2 | -0.2 | -0.04 | -0.2 | -15.4 |
|  |  | $\ldots$ |  |  |  |  |  |
|  | d. | $\begin{aligned} & 0-0.1 \\ & \text { sællæ } \end{aligned}$ | -0.1 |  |  | -0.1 | -4.3 |
|  | e. | $\begin{aligned} & \hline 0-0.2 \\ & \text { sællæ } \end{aligned}$ | -0.2 |  |  | -0.2 | -8.6 |
|  | f. | $\begin{aligned} & 0-0.3 \\ & \text { sæll } \end{aligned}$ | -0.3 |  |  | -0.3 | -12.9 |
|  | g. | $\begin{aligned} & 0-0.4 \\ & \text { sællæ } \end{aligned}$ | -0.4 |  |  | -0.4 | -17.2 |
|  | h. | $\begin{aligned} & 0-0.5 \\ & \text { sælla } \end{aligned}$ | -0.5 |  |  | -0.5 | -21.5 |
|  | i. | $\begin{aligned} & 0-0.6 \\ & \text { sælla } \\ & \hline \end{aligned}$ | -0.4 |  |  | -0.6 | -17.8 |
|  | j. | $\begin{aligned} & 0-0.7 \\ & \text { sælla } \end{aligned}$ | -0.3 |  |  | -0.7 | -14.1 |
|  | k. | $\begin{aligned} & 0-0.8 \\ & \text { sælla } \end{aligned}$ | -0.2 |  |  | -0.8 | -10.4 |
|  | 1. | $\begin{aligned} & 0-0.9 \\ & \text { sælla } \end{aligned}$ | -0.1 |  |  | -0.9 | -6.7 |
|  | m. | $\begin{aligned} & 0-1 \\ & \text { sælla } \\ & \hline \end{aligned}$ |  |  |  | -1 | -3 |
|  |  | ... |  |  |  |  |  |
|  | n. | $\begin{aligned} & 1-0.9 \\ & \text { salla } \end{aligned}$ | -0.1 |  | -0.01 | -1.9 | -9.9 |
|  | o. | $\begin{array}{r} 1-1 \\ \text { salla } \\ \hline \end{array}$ |  | -1 |  | -2 | -36 |

To reinforce this point, consider a three-syllable word derived from a monosyllabic root (71).
Since BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ only compels categoricality within roots, it should not affect the realization of the second- and third-syllable vowels. Moreover, the surface quality of all three vowels in this example is not a by-product of their underlying specification, since they're all assigned gradient values of $\llbracket b a c k \rrbracket$ underlyingly.
(71)


Thus, words with front vowels surface categorically because categorical front vowels are the least marked in the system. Compared to words with back vowels, the analysis of front vowel words is simple and straightforward.

### 6.3.1.5 Finding the weights

Thus far I have shown a constraint set with particular weights that output the generalizations from the Uyghur data. However, I have not discussed how those weights were found. Determining the constraint weights for HG typically involves setting up a system of inequalities wherein the attested output is guaranteed to receive a higher (less negative) Harmony score than all losing candidates (see Potts et al. 2010 for an overview). Using the data in Figure 6.1, reproduced below in Figure 6.5, to build an HG analysis proved problematic because there is no single set of constraint weights that produce the exact means for each word type in the figure.


Figure 6.5: Normalized backness of Uyghur words by backness, length and root type (with SE bars). Lighter grey indicates [-back], darker grey indicates [+back]; darker colors indicate disyllabic roots.

The linear programming algorithm in Potts et al. (2010) fails for several reasons. First, some data in Figure 6.5 is greater than 1 or less than 0 , and so outside the bounds imposed on the phonological grammar above. To correct this, one could simply transform all negative values to 0 and all values greater than 1 to 1 . This would not resolve the second problem, random variation. Phonetic variation within each syllable for each word type has been eliminated by taking mean values, but random variation across syllables is still present. Consider the realization of second-syllable vowels in four- and fivesyllable words. At the phonological level, is there any truly meaningful reason for why second-syllable
vowels in five-syllable words are more categorical than those in four-syllable words? I think not, especially since there is no evidence for something like secondary stress or iterative footing that might result in the attested differences. Both four- and five-syllable words were generated from the exact same lexical items, and differ only in the concatenation of an additional suffix in the five-syllable forms. Thus, I see no phonological, or for that matter, phonetic, reason for this variability. Another instructive example emerges from five-syllable words. Elsewhere there is a consistently linear and monotonic trend toward more fronted vowels, but in five-syllable words, the mean realization of fourth-syllable vowels is slightly more backed than that of third-syllable vowels. Is there some significant phonological (or phonetic) reason for this mildly exceptional behavior in five-syllable words? I cannot see any meaningful phonological reason, as they derive from the same lexical roots, and involve the same sets of suffixes. Additionally, the metrical structure imposed on these forms doesn't provide a reason for this minor change. In terms of stress, all words, in conformity with the regular stress pattern in Uyghur, were stressed on the final syllable (Nadzhip 1971; R. F. Hahn 1998). Without some obvious conditioning factor, I attribute this slight variation in the general pattern to randomness in the data.

While the analyst may see such variance and generalize over it, the algorithm cannot. To circumnavigate this difficulty, one could either transform the recalcitrant data points to some value more consistent with the general pattern, or employ some other method for constraint weight estimation. The first method, to manually transform the data involves a level of subjectivity that is problematic. Just how much can one adjust a data point? Which data points can one adjust? Manually adjusting the data, at best introduces the possibility for "cooking the data," and at worst guarantees it. I thus employed a different method to estimate constraint weights, namely $r^{2}$, which assesses the amount of variance accounted for by a given model. Since the data are continuous, it was straightforward to find constraint weights that maximize $r^{2}$. To do this, I calculated the total sum of squares () as well as the sum of squares due to error (72). To calculate the sum of squares (SS), for the $i^{\text {th }}$ data point, $y_{i}$, square its divergence from the mean,
$y_{M}$. Then multiply the squared difference by a weight, $w$, which was (and is typically) set to 1 . Repeat this procedure for the entire data set, and then sum over all data points.
(72) $\quad$ Sum of Squares $(S S)=\sum_{i=1}^{n} w_{i}\left(y_{i}-y_{M}\right)^{2}$

To calculate the sum of squares due to error (SSE), for the $i^{\text {th }}$ data point, $y_{i}$, square its divergence from the predicted value from the model, $p_{i}$. Then multiply the squared difference by a weight, $w$, which was again set to 1 . Repeat this procedure for the entire data set, and then sum over all data points.
(73) Sum of Squares due to Error $(S S E)=\sum_{i=1}^{n} w_{i}\left(y_{i}-p_{i}\right)^{2}$

With SS and SSE in hand, determining $r^{2}$ is straightforward (74) - subtract the quotient of the SSE divided by SS from 1.

$$
\begin{equation*}
r^{2}=1-\frac{\mathrm{SSE}}{\mathrm{SS}} \tag{74}
\end{equation*}
$$

To find constraint weights that maximized $r^{2}$, I set up tableaux in Excel for each word type, including gradient representations for all logically possible output candidates. To manage the size of the candidate space, I constrained all output representations to one decimal place (e.g. $0,0.1,0.2,0.3,0.4 \ldots$ 1). I then assessed constraint violations and provided initial weights for each of the four constraints under consideration, which in turn produced Harmony scores for each candidate in each tableau. For each tableau, the output $\llbracket$ back $\rrbracket$ representation (e.g. $\llbracket 1 \rrbracket-\llbracket 0.7 \rrbracket-\llbracket 0.6 \rrbracket)$ for the candidate with the highest Harmony score (the predicted optimal candidate) was compared to the attested mean, providing $y_{i}$ and $p_{i}$ from (28). I then used the Evolutionary algorithm in Excel's Solver add-in (Fylstra et al. 1998) to find constraint weights to maximize $r^{2}$. The algorithm was constrained so that all constraint weights were
positive integers less than 50 . The highest $r^{2}$ discovered by Solver was .956 , meaning that the gradient HG analysis accounts for roughly $96 \%$ of the variance in the dataset (mean 【back】 values by syllable number and word type). The predicted outputs are compared against attested outputs in Figure 6.6.


Figure 6.6: Gradient HG model predictions compared to attested outputs for Uyghur by backness, length, and root type (with SE bars)

By incorporating gradience into the analysis, model fit shows marked improvement, accounting for $12 \%$ more variance in the Uyghur data than the categorical analysis above.

As reported in Chapter 4, morphology plays a key role in the realization of back vowels in Uyghur. Within roots, back vowels undergo categorical harmony but are realized with gradient backness outside of roots. To help assess the formal role that morphology plays in the analysis, I developed another $\mathrm{BECAT} \llbracket \mathrm{BK} \rrbracket$ constraint, $\mathrm{BECAT} \llbracket \mathrm{BK} \rrbracket_{\sigma^{\prime}}(75)$.

Assign $s$ violations to every output form in the initial syllable with $\llbracket \mathrm{BACK} \rrbracket=t$, where $s$ is the minimum of $|\mathrm{t}-1|$ or $|\mathrm{t}-0|$

Recall that BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ forces root-internal vowels to be produced with categorical backness. If this constraint is truly significant in the analysis, as suggested by the statistical analysis in Chapter 4, then switching BECAT $\llbracket \mathrm{BK} \rrbracket_{\sigma 1}$ for $\mathrm{BECAT} \llbracket \mathrm{BK} \rrbracket_{\text {Roor }}$ should affect model fit. Specifically, using BECAT$\llbracket \mathrm{BK} \rrbracket_{\sigma 1}$ in the analysis nullifies any effect of morphology, which should decrease the goodness of fit compared to the actual model. After using this variant of the BECAT $\llbracket \mathrm{BK} \rrbracket$ constraint, I found the constraint weights to maximize $r^{2}$ in Excel. When $\operatorname{BECAT} \llbracket \mathrm{BK} \rrbracket_{\sigma 1}$ was used in the analysis, the maximum $r^{2}$ discovered was .923. Thus, the model with BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ accounts for $3 \%$ more variance in the data than the model with only $\operatorname{BECAT} \llbracket \mathrm{BK} \rrbracket_{\sigma 1}$. This suggests that encoding a preference for categorical harmony within roots does in fact provide better empirical coverage, encoding the generalization that root-internally, harmony is categorical.

### 6.3.2 Kazakh

The analysis of Kazakh largely follows the analysis of Uyghur. However, there is one notable difference between the two, the role of morphology. In Chapter 4, morphology plays an insignificant role in the realization of F2 in Kazakh, but a highly significant role in Uyghur. To account for this, the Uyghur analysis implemented a constraint against gradience within roots, BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Roor. }}$. This constraint enforces categorical harmony within roots, which accounts for the differences found in Uyghur
words like palta 'axe' and bal-da 'honey-LOC.' The second-syllable vowel in palta is produced with lower F2 than the second-syllable vowel in bal-da, and I attribute this difference to morphology. Within roots, harmony is categorical in Uyghur, but across morpheme boundaries harmony is gradient. However, in Kazakh, harmony is gradient both within roots and across morpheme boundaries. Thus, the only position in which vowels are produced with categorical backness is the initial syllable. For this reason, I use the constraint introduced in (75) above, $\mathrm{BECAT} \llbracket \mathrm{BK} \rrbracket_{\sigma 1}$. The four constraints, $\mathrm{BECAT} \llbracket \mathrm{BK} \rrbracket_{\rrbracket^{\prime}}$, ID$\mathrm{IO} \llbracket \mathrm{BK} \rrbracket_{\rrbracket_{1}}, *[+\mathrm{BK}][-\mathrm{BK}]$, and $* \llbracket \mathrm{BK} \rrbracket$, were used to fit the gradient HG analysis of Kazakh. Like in the Uyghur analysis, Excel's Solver add-in was used to find constraint weights that maximize $r^{2}$. The optimal constraint weights discovered by the solving algorithm are presented in (76).
(76) Optimal constraint weights for Kazakh analysis
a. $\quad \mathrm{BECAT} \llbracket \mathrm{BK} \rrbracket_{\sigma 1} \quad 30$
b. $\quad \mathrm{ID}-\mathrm{IO} \llbracket \mathrm{BK} \rrbracket_{\sigma 1} \quad 10$
c. $\quad *[+\mathrm{BK}][-\mathrm{BK}] \quad 5$
d. $\quad$. $\mathrm{BK} \rrbracket 1$

These four constraints and the weights in (76) fit the attested data well, accounting approximately $95 \%$ of the variance in the data, as shown in Figure 6.7.


Figure 6.7: Gradient HG model predictions compared to attested outputs for Kazakh by backness, length, and root type (with SE bars)

To see these constraints and weights at work, consider the realization of a three-syllable word like [baltada] 'axe-LOC' in (77). The mean $\llbracket b a c k \rrbracket$ values for a three-syllable word like [balta-da] with an initialsyllable back vowel are $\llbracket 0.96 \rrbracket-\llbracket 0.83 \rrbracket-\llbracket 0.63 \rrbracket$ and the predicted backness values from the gradient HG analysis are $\llbracket 1 \rrbracket-\llbracket 0.8 \rrbracket-\llbracket 0.7 \rrbracket$.

|  | Cand. | $\begin{array}{\|c} \hline 0.8-0.8-0.2 \\ \text { /balta-dæ/ } \\ \hline \end{array}$ | 30 | 10 | 5 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | BECAT <br> $\llbracket \mathrm{BK} \rrbracket_{\sigma_{1}}$ | $\begin{aligned} & \text { ID-IO } \\ & \llbracket \mathrm{BK} \rrbracket_{\sigma 1} \end{aligned}$ | *[+BK][-BK] | *【BK】 | HARMONY |
|  | a. | $\begin{aligned} & \hline 0-0-0 \\ & \text { baltæ-dæ } \end{aligned}$ |  | -0.8 |  |  | -8 |
|  |  | ... |  |  |  |  |  |
|  | b. | $\begin{aligned} & \hline 0.8-0-0 \\ & \text { baltæ-dæ } \end{aligned}$ | -0.2 | -0.2 | -0.64 | -0.8 | -12 |
|  | c. | $\begin{aligned} & 0.8-0.1-0 \\ & \text { baltæ-dæ } \end{aligned}$ | -0.2 | -0.2 | -0.50 | -0.9 | -11.4 |
|  |  | ... |  |  |  |  |  |
|  | d. | $\begin{aligned} & 1-0.8-0.5 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.09 | -2.3 | -4.75 |
|  | e. | $\begin{aligned} & 1-0.8-0.6 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.04 | -2.4 | -4.6 |
| $\square$ | f. | $\begin{aligned} & 1-0.8-0.7 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.01 | -2.5 | -4.55 |
|  | g . | $\begin{aligned} & 1-0.8-0.8 \\ & \text { balta-da } \end{aligned}$ |  | -0.2 |  | -2.6 | -4.6 |
|  |  | .. |  |  |  |  |  |
|  | h. | $\begin{aligned} & 1-0.9-0.5 \\ & \text { balta-da } \end{aligned}$ |  | -0.2 | -0.17 | -2.4 | -5.25 |
|  | i. | $\begin{aligned} & 1-0.9-0.6 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.1 | -2.5 | -5 |
|  | j. | $\begin{aligned} & 1-0.9-0.7 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.05 | -2.6 | -4.85 |
|  | k. | $\begin{aligned} & 1-0.9-0.8 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.02 | -2.7 | -4.8 |
|  | 1. | $\begin{aligned} & 1-0.9-0.9 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.01 | -2.8 | -4.85 |
|  |  | $\ldots$ |  |  |  |  |  |
|  | m. | $\begin{aligned} & 1-1-0.5 \\ & \text { balta-da } \end{aligned}$ |  | -0.2 | -0.25 | -2.5 | -5.75 |
|  | n. | $\begin{aligned} & \hline 1-1-0.6 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.16 | -2.6 | -5.4 |
|  | o. | $\begin{aligned} & \hline 1-1-0.7 \\ & \text { balta-da } \end{aligned}$ |  | -0.2 | -0.09 | -2.7 | -5.15 |
|  | p. | $\begin{aligned} & 1-1-0.8 \\ & \text { balta-da } \end{aligned}$ |  | -0.2 | -0.04 | -2.8 | -5 |
|  | q. | $\begin{aligned} & \hline 1-1-0.9 \\ & \text { balta-da } \\ & \hline \end{aligned}$ |  | -0.2 | -0.01 | -2.9 | -4.95 |
|  | r. | $\begin{aligned} & 1-1-1 \\ & \text { balta-da } \end{aligned}$ |  | -0.2 |  | -3 | -5 |

Two points are worth mentioning at the conclusion of this section. First, a categorical model was compared with the gradient model. The categorical HG model accounted for $82 \%$ of the variance in the data, performing more poorly than the gradient HG model, which accounted for $95 \%$ of the variance in the data. Second, I compared the performance of these four constraints against the four constraints from the Uyghur analysis. In particular, comparing the performance of BECAT $\left\lfloor\mathrm{BK} \rrbracket_{\text {Roor }}\right.$ and $\mathrm{BECAT} \llbracket \mathrm{BK} \rrbracket_{\boldsymbol{\sigma}_{1}}$ was my chief concern. If morphology plays no role in the Kazakh data, as suggested by the statistical analysis in Chapter 4, then the model using BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ should not perform better than the model using the more restricted BECAT $\llbracket \mathrm{BK} \rrbracket_{\sigma 1}$. Consistent with this prediction, the model with $\operatorname{BECAT} \llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ accounted for slightly less variance in the data, roughly $94 \%$. Whereas BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Roor }}$ yielded a $3 \%$ in explained variance in Uyghur, its introduction to the Kazakh analysis yielded a 1\% decrease in explain variance, corroborating the insight from the statistical analysis- morphology affects non-initial vowel realization in Uyghur but not in Kazakh.

### 6.3.3 Kyrgyz

In Uyghur and Kazakh, gradient representations provide greater empirical coverage than discrete, categorical representations. To account for categorical harmony, one could either constrain the representations in a language like Kyrgyz to exclude gradience, but this would run into two types of problems. First, this would use language-specific representations rather than constraint weightings to derive the input-output mapping, counter to Richness of the Base. This first issue is formal, but the second is empirical. If gradient representations are forbidden in Kyrgyz, one cannot account for the gradient word-final high vowel neutralization discussed in Chapter 4. Recall that word-final high vowel fronting is gradient in Kyrgyz and Kazakh, but categorical in Uyghur. Thus, the analysis must be able to account for both gradient and categorical patterns with one set of representations. I do not account for gradient word-final high vowel fronting here for the sake of space, and since the general gradience of the backness harmony pattern is paramount. However, in a fuller analysis, both patterns deserve an analysis.

I have already shown that gradient representations outperform categorical［back］feature values for Uyghur，and I now demonstrate that gradient representations can account for categorical harmony，in addition to the gradient patterns analyzed for Uyghur and Kazakh．The difference between a language with gradient harmony and categorical harmony is only a matter of constraint weightings．The Kyrgyz analysis employs the same set of constraints and the same representations，but derives different output patterns from different constraint weights．To illustrate this，consider the three tableaux below．In each， the weight of the harmony－motivating constraint increases while the weight of the markedness constraint is held constant．In（78）the constraint driving harmony and the general markedness constraint receive the same weight，and the optimal output is（78f），【1】－【0．5】．
(78)

|  |  | $1-0$ <br> Cand. | 1 | 1 |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | a. | $1-0$ <br> bal-de | -1 | $*+\mathrm{BK}][-\mathrm{BK}]$ | $* \llbracket \mathrm{BK}]$ |
|  | b. | $1-0.1$ <br> bal-de | -0.81 | -1 | -1 |
|  | c. | $1-0.2$ <br> bal-de | -0.64 | -1.2 | -1.84 |
|  | d. | $1-0.3$ <br> bal-de | -0.49 | -1.3 | -1.79 |
|  | e. | $1-0.4$ <br> bal-de | -0.36 | -1.4 | -1.76 |
|  | f. | $1-0.5$ <br> bal-de | -0.25 | -1.5 | -1.75 |
|  | g. | $1-0.6$ <br> bal-da | -0.16 | -1.6 | -1.76 |
|  | h. | $1-0.7$ <br> bal-da | -0.09 | -1.7 | -1.79 |
|  | i. | $1-0.8$ <br> bal-da | -0.04 | -1.8 | -1.84 |
|  | j. | $1-0.9$ <br> bal-da | -0.01 | -1.9 | -1.91 |
|  | k. | $1-1$ <br> bal-da |  | -2 | -2 |

When the weight of harmony is increased, unsurprisingly, the degree of assimilation increases. In (79), the weight of harmony is increased to three times that of general markedness, and as a result, the optimal output is (79i), $\llbracket 1 \rrbracket-\llbracket 0.8 \rrbracket$.

|  | Cand． | $\begin{gathered} 1-0 \\ \text { /bal-de/ } \\ \hline \end{gathered}$ | 3 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ＊［＋BK］［－BK］ | ＊【BK】 | Harmony |
|  | a． | $\begin{aligned} & 1-0 \\ & \text { bal-de } \end{aligned}$ | －1 | －1 | －4 |
|  | b． | $\begin{aligned} & 1-0.1 \\ & \text { bal-de } \end{aligned}$ | －0．81 | －1．1 | －3．53 |
|  | c． | $\begin{aligned} & 1-0.2 \\ & \text { bal-de } \end{aligned}$ | －0．64 | －1．2 | －3．12 |
|  | d． | $\begin{aligned} & 1-0.3 \\ & \text { bal-de } \end{aligned}$ | －0．49 | －1．3 | －2．77 |
|  | e． | $\begin{aligned} & 1-0.4 \\ & \text { bal-de } \end{aligned}$ | －0．36 | －1．4 | －2．48 |
|  | f． | $\begin{gathered} 1-0.5 \\ \text { bal-de } \end{gathered}$ | －0．25 | －1．5 | －2．25 |
|  | g ． | $\begin{gathered} 1-0.6 \\ \text { bal-da } \end{gathered}$ | －0．16 | －1．6 | －2．08 |
|  | h． | $\begin{gathered} 1-0.7 \\ \text { bal-da } \end{gathered}$ | －0．09 | －1．7 | －1．97 |
| \％ | i． | $\begin{gathered} 1-0.8 \\ \text { bal-da } \end{gathered}$ | －0．04 | －1．8 | －1．92 |
|  | j． | $\begin{array}{\|c\|} \hline 1-0.9 \\ \text { bal-da } \\ \hline \end{array}$ | －0．01 | －1．9 | －1．93 |
|  | k． | $\begin{aligned} & \hline 1-1 \\ & \text { bal-da } \end{aligned}$ |  | －2 | －2 |

Finally，when the weight of harmony is sufficiently high，categorical assimilation is optimal．In（80），the weight of harmony is increased to twelve times that of general markedness，and as a direct result，this particular constraint weighting predicts full assimilation of the second－syllable vowel，$\llbracket 1 \rrbracket-\llbracket 1 \rrbracket$ ．For categorical assimilation to occur，the weight of $*[+\mathrm{BK}][-\mathrm{BK}]$ must be greater than ten times the weight of ＊【BK】．For weights less than ten，gradient harmony is optimal．With a weight of ten，output candidates $\llbracket 1 \rrbracket-\llbracket 0.9 \rrbracket$ and $\llbracket 1 \rrbracket-\llbracket 1 \rrbracket$ tie，because the product of 10 and -0.01 ，the number of $*[+\mathrm{BK}][-\mathrm{BK}]$ violations incurred by $(80 \mathrm{j})$ would equal 1 ．When this is added to -1.9 ，the total number of $* \llbracket \mathrm{BK} \rrbracket$ violations，the total Harmony score would equal -2 ，the same as the Harmony score for the categorical harmony candidate．

|  | Cand. | $1-0$ <br> /bal-de/ | 12 | *[+BK][-BK] | *〔BK] |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $1-0$ <br> bal-de | -1 | -1 | -13 |
|  | b. | $1-0.1$ <br> bal-de | -0.81 | -1.1 | -10.82 |
|  | c. | $1-0.2$ <br> bal-de | -0.64 | -1.2 | -8.88 |
|  | d. | $1-0.3$ <br> bal-de | -0.49 | -1.3 | -7.18 |
|  | e. | $1-0.4$ <br> bal-de | -0.36 | -1.4 | -5.72 |
|  | f. | $1-0.5$ <br> bal-de | -0.25 | -1.5 | -4.5 |
|  | g. | $1-0.6$ <br> bal-da | -0.16 | -1.6 | -3.52 |
|  | h. | $1-0.7$ <br> bal-da | -0.09 | -1.7 | -2.78 |
|  | i. | $1-0.8$ <br> bal-da | -0.04 | -1.8 | -2.28 |
|  | j. | $1-0.9$ <br> bal-da | -0.01 | -1.9 | -2.02 |
|  | k. | $1-1$ <br> bal-da |  | -2 | -2 |

Thus, constraint weighting is sufficient, in and of itself, to differentiate categorical from gradient harmony. As a result, both types of harmony patterns can be accounted for under a single representational system.

In the examples above, assigning a weight of 12 to the harmony-driver produces categorical assimilation of a second-syllable vowel. One interesting property of HG is that this does not necessarily predict the same categorical assimilation in a three-syllable word. Under this weighting, a three-syllable word will exhibit gradient harmony despite the categorical nature of harmony in a two-syllable word. In (81), output candidate (81f) $\llbracket 1 \rrbracket-\llbracket 0.9 \rrbracket-\llbracket 0.9 \rrbracket$ receives the highest Harmony score, not the categorical output candidate (81m), $\llbracket 1 \rrbracket-\llbracket 1 \rrbracket-\llbracket 1 \rrbracket$.

To prevent candidates like (81f) from winning in this tableau, the weight of the harmony-driving constraint must be greater than 20. The logic is the same as above, which is explained in greater detail here. Candidate (81f) incurs 0.01 violations of $*[+\mathrm{BK}][-\mathrm{BK}]$ and 2.8 violations of *$\llbracket \mathrm{BK} \rrbracket$. Therefore, its Harmony score is expressible in terms of the following equation, $\mathrm{H}(\mathrm{f})=-0.01 \mathrm{x}-2.8 \mathrm{y}$, where x is the weight of $*[+\mathrm{BK}][-\mathrm{BK}]$ and y is the weight of $* \llbracket \mathrm{BK} \rrbracket$. Meanwhile, the attested candidate, $(37 \mathrm{~m})$ incurs no violations of *[+BK][-BK] and 3 violations of * $[\mathrm{BK} \rrbracket$. As a result, its Harmony score is expressed as: $H(m)=0 x-3 y$, and since $0 x=0, H(m)=-3 y$. To make $H(m)$ greater than $H(f)$, the inequality must hold: $-3 y>-0.01 x-2.8 y$. To solve the inequality, add 2.8 y to both sides of the equation, $-0.2 \mathrm{y}>-0.01 \mathrm{x}$. Then, divide both sides by 0.01 , which produces, $-20 \mathrm{y}>-1 \mathrm{x}$, which can be restated as $20 \mathrm{y}<\mathrm{x}$. In other words, the weight of *[+BK][-BK], x, must be greater than twenty times that of * $\llbracket B K \rrbracket$, $y$ (see Potts et al. 2010 for more on finding weights in HG ).

|  | Cand． | $\begin{array}{\|c\|} \hline 1-0-0 \\ \text { /bal-der-de/ } \\ \hline \end{array}$ | 12 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ＊［＋BK］［－BK］ | ＊【BK】 | HARMONY |
|  | a． | $\begin{array}{\|l\|} \hline 1-0-0 \\ \text { bal-der-de } \\ \hline \end{array}$ | －1 | －1 | －13 |
|  |  | ．． |  |  |  |
|  | b． | $\begin{aligned} & 1-0.9-0.5 \\ & \text { bal-dar-de } \end{aligned}$ | －0．17 | －2．4 | －4．44 |
|  | c． | $\begin{aligned} & 1-0.9-0.6 \\ & \text { bal-dar-de } \end{aligned}$ | －0．1 | －2．5 | －3．7 |
|  | d． | $\begin{aligned} & 1-0.9-0.7 \\ & \text { bal-dar-de } \end{aligned}$ | －0．05 | －2．6 | －3．2 |
|  | e． | $\begin{aligned} & 1-0.9-0.8 \\ & \text { bal-dar-de } \end{aligned}$ | －0．02 | －2．7 | －2．94 |
| $\square$ | f． | $\begin{aligned} & 1-0.9-0.9 \\ & \text { bal-dar-de } \end{aligned}$ | －0．01 | －2．8 | －2．92 |
|  | g． | $\begin{aligned} & 1-0.9-1 \\ & \text { bal-dar-de } \end{aligned}$ | －0．01 | －2．9 | －3．02 |
|  |  | $\ldots$ |  |  |  |
|  | h． | $\begin{array}{\|l} \hline 1-1-0.5 \\ \text { bal-dar-da } \\ \hline \end{array}$ | －0．25 | －2．5 | －5．5 |
|  | i． | $\begin{array}{\|l\|} \hline 1-1-0.6 \\ \text { bal-dar-da } \\ \hline \end{array}$ | －0．16 | －2．6 | －4．52 |
|  | j． | $\begin{array}{\|l\|} \hline 1-1-0.7 \\ \text { bal-dar-da } \\ \hline \end{array}$ | －0．09 | －2．7 | －3．78 |
|  | k． | $\begin{aligned} & 1-1-0.8 \\ & \text { bal-dar-da } \end{aligned}$ | －0．04 | －2．8 | －3．28 |
|  | 1. | $\begin{aligned} & 1-1-0.9 \\ & \text { bal-dar-da } \end{aligned}$ | －0．01 | －2．9 | －3．02 |
|  | m． | $\begin{array}{\|l\|} \hline 1-1-1 \\ \text { bal-dar-da } \end{array}$ |  | －3 | －3 |

Since $\operatorname{BECAT} \llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ is necessary to make sure root－internal vowel qualities are not gradient，and since no more than two suffixes were elicited，the weight of＊［＋BK］［－BK］must be greater than 20 times the weight of＊$\llbracket \mathrm{BK} \rrbracket$ throughout the analysis of Kyrgyz．A full tableau is shown below in（82）for a four－ syllable word．Note that the input 【back】 values in the root are gradient in（82），and the analysis predicts that even from gradient root inputs，harmony is categorical．The weight of BECAT $\llbracket \mathrm{BK} \rrbracket_{\text {Root }}$ compels gradient roots to be produced with categorical backness．In tandem，ID－IO $\llbracket \mathrm{BK} \rrbracket_{\text {o1 }}$ pushes gradient initial－
syllable values for $\llbracket b a c k \rrbracket$ towards the closest categorical value， 0 or 1 ．Due to the high weight associated with the harmony driver，even in forms like（82），categorical backness harmony is output from gradient inputs．
（82）

|  | Cand． | $\begin{aligned} & \text { 0.6-0.4-0-0 } \\ & \text { /balte-ler-de/ } \\ & \hline \end{aligned}$ | 21 | 20 | 15 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ＊［＋BK］［－BK］ | $\begin{aligned} & \text { ID-IO } \\ & \llbracket \mathrm{BK} \rrbracket_{\sigma 1} \end{aligned}$ | BeCat <br> 【ВK $\rrbracket_{\text {Root }}$ | ＊【BK】 | HaRmony |
|  | a． | $0-0-0-0$ <br> belte－ler－de |  | －0．6 |  | －1 | －13 |
|  |  | ．．． |  |  |  |  |  |
|  | b． | $\begin{aligned} & 0.6-0.4-0-0 \\ & \text { balte-ler-de } \end{aligned}$ | －0．04 |  | －0．8 | －1 | －13．84 |
|  |  | ．．． |  |  |  |  |  |
|  | c． | $\begin{aligned} & 0.6-0.6-0.6-0.6 \\ & \text { balte-ler-de } \end{aligned}$ |  |  | －0．8 | －2．4 | －14．4 |
|  |  | $\ldots$ |  |  |  |  |  |
|  | d． | $\begin{aligned} & 1-1-0.9-0.8 \\ & \text { balte-ler-de } \end{aligned}$ | －0．02 | －0．4 |  | －3．7 | －12．12 |
|  | e． | $\begin{aligned} & 1-1-0.9-0.9 \\ & \text { balte-ler-de } \end{aligned}$ | －0．01 | －0．4 |  | －3．8 | －12．01 |
|  |  | ．．． |  |  |  |  |  |
|  | f． | $\begin{aligned} & 1-1-1-0.8 \\ & \text { balte-ler-de } \end{aligned}$ | －0．04 | －0．4 |  | －3．8 | －12．64 |
|  | g． | $\begin{aligned} & 1-1-1-0.9 \\ & \text { balte-ler-de } \end{aligned}$ | －0．01 | －0．4 |  | －3．9 | －12．11 |
| － | h． | $\begin{aligned} & 1-1-1-1 \\ & \text { balte-ler-de } \end{aligned}$ |  | －0．4 |  | －4 | －12 |

The full model＇s predictions are compared against the attested 【back】 values in Kyrgyz in Figure 6．7．Using $r^{2}$ to assess model performance，approximately $93 \%$ of variance in the data is accounted for． Recall from earlier that $84 \%$ of the Uyghur data and $81 \%$ of the Kazakh data was accounted for under the categorical account．In contrast，the categorical analysis of Kyrgyz fits the data much better than the categorical analyses of those two languages．Despite this general fact，it is fairly clear in Figure 6.7 that a
gradient analysis would probably fit the data better than the categorical analysis, especially for three- and four-syllable words. I did not consider a gradient analysis for the reasons articulated in Chapters 4 and 5, namely that positional variation in Kyrgyz was not statistically significant, in contrast to Uyghur and Kazakh. Second, results from Chapter 5 suggest that positional variation in Kyrgyz is not likely perceivable, thus not meeting a baseline criteria for phonological distinctions. Thus, while modeling Kyrgyz as gradient could in principle fit the data better it runs counter for the argumentation developed in the previous chapters.


Figure 6.7: Gradient HG model predictions compared to attested outputs for Kyrgyz by backness, length, and root type (with SE bars)

Since harmony is categorical, we cannot assess the role of morphology independent of harmony, since the general pattern is categorical to begin with. One question at this point is why are non-initial vowels in words derived from disyllabic roots more peripheral than non-initial vowels in words derived from monosyllabic roots? I can envision two possible answers.

One, those vowels are more peripheral because root-internal vowels are less susceptible to centralization. In an information-theoretic sense, it is more advantageous to categorically articulate a root than an affix. To efficiently communicate a message, ensuring that the morphological root is understood outweighs the accurate perception of number, case, or possession-related suffixes. Also, affixes are more predictable than roots, if for no other reason, there are only a few dozen of them while there are myriad roots in each language, so in addition to the semantic primacy of roots, there is a much larger space of possibilities for roots, since there are tens of thousands of them, in contrast to the handful of affixes in any of these languages. If affixes are more predictable, and if more predictable morphological and syntactic units are more likely to be reduced (Seyfarth 2014), then it would make sense for roots to be produced more categorically, completely independent of the harmony system. Since predictability and informativity play a key role in speech production, it may be the case that in both Kyrgyz and Uyghur, the effect of root length is a phonetic fact and not a phonological one. This is a valid possibility, and to test this out, it would require collecting words derived from disyllabic roots that differ in their frequency across the lexicon. The prediction from this account would be that less frequent roots would be produced more categorically while more frequent roots would be produced less categorically. Since harmony in these languages does not appear to enhance contrast, the relative categoricality of these words would then affect subsequent suffixes, producing different word-level patterns of harmony.

A second possibility is that harmony is more strictly obeyed within roots. A number of languages exhibits patterns like this. In Kazakh, rounding harmony is more frequently observed within roots than across morpheme boundaries (McCollum 2018). Rounding harmony in Yeyi similarly applies more consistently within roots (Seidel 2008). Archangeli \& Pulleyblank (2007) argue that ATR harmony in Ngbaka is root-delimited. Moreover, Archangeli \& Pulleyblank (2002) demonstrate that leftward ATR harmony in Kinande is dictated by morphological constituency. Thus, morphology is known to play a significant role in a number of vowel harmony patterns, and it may be the case that Uyghur and Kyrgyz simply exhibit patterns similar to those immediately above.

### 6.4 Summary

In the previous section I demonstrated that a gradient HG analysis successfully accounts for the vast majority of the data in Uyghur and Kazakh, while a categorical HG analysis of Kyrgyz accounts well for the Kyrgyz data. Model fit for the various gradient and categorical models discussed in this chapter are presented in Table 6.2 below.

Table 6.2: Comparing model fit of gradient and categorical analyses

| Language | Model fit $\left(\right.$ in $\left.r^{2}\right)$ |  |
| :--- | :--- | :--- |
|  | Gradient analysis | Categorical analysis |
| Uyghur | .956 | .841 |
| Kazakh | .947 | .812 |
| Kyrgyz | N/A | .932 |

Crucially, the gradient analyses of Uyghur and Kazakh backness harmony developed in this chapter are able to account for much of the data than their categorical counterparts. This falls out from one simple yet profound change- adopting gradient representations. By doing so, the analysis is able to make sense of asymmetric vowel fronting in these two languages, a pattern that is unaccounted for under the typical assumption that phonological computation is categorical. While previous work introducing gradience into the formalism, e.g. Lionnet 2017, assumes that phonetic detail is the source, I have argued above the phonology is the source of gradience in Uyghur and Kazakh. Furthermore, although previous work has allowed gradience to factor directly into phonological computation, by and large these works still assume that phonology is categorical, even if it has access to phonetic gradience (e.g. Hayes et al. 2004; McCollum 2018). I have argued that phonological computation itself is gradient.

The implications of the claim that phonology is gradient are further explored in the next chapter. Chapter 7 discusses evidence for gradience elsewhere in human grammar, and details a number of proposed distinctions between phonology and phonetics. I suggest that the distinctions discussed in the next chapter supplement the notion of gradience to provide a fuller understanding of the phonology-
phonetics interface. From there I lay out potential avenues for future work and the continued investigation of phonological gradience.

Chapter 7: Discussion

The three previous chapters focused exclusively on the analysis of the Kyrgyz, Kazakh, and Uyghur from acoustic, perceptual, and formal points of view. This chapter, however, zooms out from Turkic, discussing the implications of gradient phonology more generally. First, however, this section presents typological data on gradient phonology, reporting on a cross-linguistic survey of impressionistic and phonetic reports of gradient harmony patterns, including vowel harmony, consonant harmony, nasal harmony, and emphasis harmony. After discussing these results, the chapter moves on to discuss a larger set of diagnostics for distinguishing phonological from phonetic patterns. Finally, the chapter discusses future directions for investigating and analyzing gradience in phonological theory.

### 7.1 Reports of gradient harmony

Recall from the previous chapter that the analysis developed predicts monotonic shifts from marked to unmarked. In essence, if [+back] is the active feature value in Turkic, then no target vowel will be more posterior than the trigger vowel. In both Uyghur and Kazakh, backness diminishes monotonically across positions in the word, which falls out nicely from the constraint-based account developed in the previous chapter. It is not immediately obvious, though, that this prediction is a good one. When harmony is gradient, is it always the marked feature value that is reduced? Also, is it always the case that gradient harmony results in contrast reduction, where alternating pairs further from the trigger vowel are realized with less distinctive acoustic and articulatory configurations? Based on my asearch, the answer is yes to both questions. Extant descriptions of gradient harmony always suggest that the active feature is less associated with segments further from the original trigger. Also, in every case that I've found, contrast is reduced in positions further from the original trigger.

### 7.1.1 Vowel harmony

At present, in addition to Uyghur and Kazakh backness harmony, I'm aware of at least thirteen other vowel harmony patterns that exhibit gradience. Among these, gradient ATR, rounding, and backness harmony patterns are all attested. ATR harmony is by far the most common of the gradient patterns reported in the literature. One case comes from Rangi (Bantu F.33). Stegen (2002) reports that Rangi has seven short vowel contrasts, /i i $\varepsilon$ a $\rho v \mathrm{u} /$; [+hi, +ATR] vowels triggering harmony on preceding non-low vowels, creating mid-vowel allophones [e o]. Stegen (2002:137) writes, "[t]his process seems to be gradient, i.e., having diminished effect with increasing distance from the [+ATR] spreading vowel."

Gradient phrasal harmony is attested in Kinande, Nawuri, and Akan. Kinande (Bantu JD.42) has an inventory of seven underlying vowels, /i i $\varepsilon$ a $\rho v \mathrm{u}$ /, and ten surface vowels, which include three [+ATR] allophones, / 2 e o/ (Mutaka 1995; Gick et al. 2006). The feature [+ATR] spreads bidirectionally, although only leftward harmony may cross word boundaries (Mutaka 1995). Regressive phrasal harmony is dependent on vowel height, occurring only when the final vowel of the target word is [+high], although harmony may affect both mid and high vowels. Mutaka's (1995:52) observations parallel Stegen's description of Rangi,
this ATR spreading is 'gradient' and it depends upon the rate of speech. In a very careful speech, the first word may be entirely [-ATR]. Following Pulleyblank's explanation (personal communication, July 19, 1994), gradient spreading, when applied to Kinande, should be understood in two senses. The first sense is that the left edge of the harmonic domain may optionally extend one, two, three, etc. vowels away from the source. The second sense is in the degree of advancement; that is the source of phrasal harmony becomes fully advanced, with vowels getting gradually less and less advanced, in a non discrete fashion, as a vowel gets further and further from the source of harmony [emphasis mine].

Nawuri (Kwa) has a nine-vowel inventory, /i i e $\varepsilon$ a $\rho$ o $v u /$ with bidirectional [+ATR] harmony. [+ATR] may spread across word boundaries in both directions, but rightward harmony is non-iterative, while
leftward phrasal harmony may affect a number of vowels (Casali 2002). Regarding this leftward phrasal harmony, Casali (2002:25) comments:

The extent of leftward postlexical [+ATR] spreading is variable and dependent on rate or style of speech. My impression is that assimilation is in many such cases only partial, resulting in a vowel of intermediate quality. In casual speech, however, cases of [+ATR] spreading over several syllables, as in the above examples are not uncommon. As there is no indication that leftward [+ATR] spreading is limited to any specifiable number of syllables, I assume that the process is unbounded, although its effect may tend to diminish with distance from the triggering [+ATR] morpheme, as has been claimed for Akan (Clements 1981) [emphasis mine].

As Casali references, Akan is also reported to exhibit gradient [+ATR] harmony across word boundaries. Akan (Kwa) has an inventory of nine oral vowels /i ı е $\varepsilon$ а $\rho$ o $u \mathrm{u} /$ with a tenth surface vowel, a [+ATR] allophone of the low vowel. Bidirectional harmony within the word is commonly reported (cf. Casali 2012), but in the leftward direction, harmony may cross word boundaries (Clements 1981; Dolphyne 1988; Kügler 2015; Berry 1957). Describing this leftward phrasal harmony, (Clements 1981:157) reports: "As first observed in (Berry 1957), Vowel Raising [phrasal ATR harmony] is not local to the syllable immediately preceding the conditioning syllable but influences the articulation of preceding syllables as well, causing them to acquire increasingly raised variants in a gradual "crescendo" as the conditioning syllable is approached [emphasis mine]." More nuanced results are reported in subsequent studies. Hess (1992) does not find evidence for gradient assimilation of /a/, but does report a gradual, gradient effect in mid vowels. Casali (2012) shows evidence for a gradient effect on /I/, but Kügler (2015) reports that only the word-final vowel is assimilated to [+ATR].

Gradience is demonstrated within a different domain in Somali (Cushitic). According to (Saeed 1999), the language has an inventory of ten vowels, /i ェ е $\varepsilon$ æ аө 9 u /. These vowels divide into two sets, called culus "heavy" ( $\sim[+\mathrm{ATR}])$ and fudud "light" ( $\sim[-\mathrm{ATR}])$. In Nilsson \& Downing (2018), harmony is reported to operate within the phonological word, with a stronger effect in the leftward direction. Generally, Nilsson \& Downing (2018) notes that "the effects of the harmony are somewhat
gradient, so that there is more of an effect close to the triggering culus morpheme." Bwisi (Bantu JE.102) is another African language reported to exhibit gradient ATR harmony. Much like Stegen's description of Rangi, Tabb (2001:11) writes, "[t]he farther the usually afftected vowel is from the +ATR vowel, the less it is affected." It appears that speakers are even aware of harmony petering out. Tabb notes that speakers consider at least some high vowels in a [+ATR] spreading domain to surface as [-ATR]. Based on his discussion, this does not appear to be an issue of exceptional non-undergoers, but rather the result of harmony failing to spread throughout a relatively large domain. Gradience is also observed in Ikoma (Bantu E.45) ATR harmony, subject to vowel backness. While the effect of vowel backness is well attested in Bantu height harmony, (e.g. Hyman 1999), Ikoma shows a similar pattern for ATR harmony. Ikoma has a seven-vowel inventory, /ie $\varepsilon$ a $\rho \frac{\mathrm{o}}{} \mathrm{l}$, with gradient rightward harmony. Suffixes with underlying $/ \varepsilon /$ undergo categorical assimilation to [e] after a [+ATR] morpheme while suffixes with underlying $/ 0 /$ only undergo gradient assimilation to a vowel in between [ 0 ] and [ 0 ] (Higgins 2011:§6.4.2). Higgins goes on to show statistically significant differences between F1 of derived and underlying back mid vowels, although she finds no statistically significant differences in F1 for derived and underlying front mid vowels, further suggesting that harmony is categorical among the front mid vowels and gradient among the back mid vowels.

French exhibits a restricted type of vowel harmony whereby a final-syllable vowel triggers assimilation of the preceding vowel. The harmonizing feature has been variously described as tense $\sim$ lax, height, or ATR. Nguyen \& Fagyal (2008) investigates harmony in dialects of continental French, finding gradient assimilation of penultimate vowel targets. They argue that harmony in French is not simply phonetic assimilation due to across-speaker and across-dialectal differences, in tandem with the particular trajectories of F1 shifts observed, which are incongruent with expected patterns of coarticulation. Related work on Canadian French has observed similarly gradient assimilation of penultimate vowels. Jeffrey Lamontagne (personal communication) suggests that harmony may operate categorically for the mid vowels but gradiently for the high vowels in Canadian French (see also Dalton 2012; Lamontagne 2018).

In addition to the ATR patterns described above, gradience is attested among a number of rounding harmony patterns. Although the focus of the acoustic study in this chapter was backness harmony, gradient effects of rounding harmony are also discernible in Kazakh and Uyghur. In particular, observe the F2 differences between [round] harmonic pairs like u-v in Kazakh and u-u in Uyghur across positions in Figures 7.1 and 7.2 below. In Uyghur, note that the F2 difference between $/ \mathrm{u} / \mathrm{and} / \mathrm{u} /$ is relatively large earlier in the word but is substantially reduced by the third syllable. Impressionistically, it is challenging to hear a rounding later in the word, although there is a slight visible difference in lip posture.


Figure 7.1: Mean F1-F2 (z) by position in Uyghur

The petering out of rounding harmony is even more noticeable in Kazakh, seen in Figure 7.2. In particular, observe that by syllable 3 there is effectively no difference between $/ \mathrm{u} / \mathrm{and} / \mathrm{u} /$. Remember that these codes represent the realization if harmony is categorical, so $/ \mathrm{u} /$ represents a high vowel in a
context which could undergo rounding harmony (e.g. /qurum-im-di/ $\rightarrow$ [qurumumdu] ~ [qurumumdur] $\sim$ [qurumumdur] 'soot-POSS.1S-ACC').


Figure 7.2: Mean F1-F2 (z) by position in Kazakh

The finding that rounding harmony is gradient in Uyghur is new. Standard Uyghur is reported to exhibit categorical rounding harmony that is lexically restricted, affecting only certain suffixes (Vaux 2000; Lindblad 1990; R. Hahn 1991). In other dialects of the language, harmony is more pervasive, affecting a larger subset of suffixes in the Turfan dialect (Yakup 2005), and affecting a larger subset of the vowel inventory in the Lopnor dialect (Abdurehim 2014).

In contrast, the finding that rounding harmony is gradient in Kazakh is relatively unsurprising. (Balakayev 1962:101) reports that the third syllable is only partially assimilated, and Kirchner (1998b:320-321) very clearly describes the petering out of rounding harmony in the language. He writes, "the strength of rounding decreases with the distance from the first syllable. both low and high vowels are affected, but the range of rounding is larger with high vowels." As I have remarked elsewhere
(McCollum 2015, 2018), harmony exerts little effect on the mid vowels in the speech of most Kazakhs today, but Kirchner's observations for the high vowels corroborate claims by Balakayev and the data in Figure 7.2.

Gradient rounding harmony is also attested in Yeyi (Bantu R.40). Yeyi has a five-vowel inventory, /i e a o u /, with iterative regressive rounding of underlying /i/ before the two round vowels, $/ \mathrm{u}$ o/ or the labiovelar glide, /w/ (Seidel 2008:47). According to Seidel, "the resulting vowel quality can vary between a centralized $[\mathrm{u}]$ and a full fledged $[\mathrm{u}]$." Stated differently, in many cases underlying $/ \mathrm{i} /$ is only partially assimilated to [ u$]$, resulting in output $[\mathrm{u}]$.

In addition to the patterns of partial assimilation found in a number of ATR and rounding harmonies, gradient backness harmony is also reported. In particular, Hungarian exhibits the same type of gradient [+back] spreading found in Uyghur and Kazakh. Hungarian has seven short and long vowel phonemes, /i y eø a oud, with the backness of the initial syllable dictating the backness of subsequent vowels. Booij (1984) contends that [+back] is the active feature value in Hungarian, and Szeredi (2012) finds asymmetric contraction of the vowel space in non-initial syllables, with the back vowels /a o/ being realized with higher F2 in non-initial positions while the front vowel /e/ shows no comparable lowering of F2. Szeredi interprets his result in terms of stress, since stress falls on the initial syllable in Hungarian, concluding that stressed syllables show more peripheral vowel qualities than unstressed and secondarily stressed syllables. However, stress-related centralization is typically more symmetrical than what Szeredi reports, making an interpretation based on gradient harmony imminently plausible for Hungarian (see Benus \& Gafos 2007 for incomplete neutralization for Hungarian front unrounded vowels).

### 7.1.2 Consonant harmony and vowel-consonant harmony

Gradient harmony is not restricted to vowel harmonies only, but is reported for both consonant harmony and vowel-consonant harmonies. During my search I found eight languages (including three

Arabic dialects) that exhibit gradient consonant harmony or vowel-consonant harmony. Below I describe reports for consonant harmony in Ventureño Chumash, as well as nasal harmony in Guarani, Kaiwa, and Umbundu, emphasis harmony in Arabic, and uvularization in Papantla Totonac.

In Ventureño Chumash (Chumashan), as in the related Inseneño Chumash, which figures largely in the consonant harmony literature (e.g. Rose and Walker 2004; Bennett 2015; Hansson 2010), sibilants trigger regressive assimilation for anteriority. For our purposes, it is most significant that neutralization is incomplete. Harrington (1974:5)writes:
[ $t$ ]he intention is perfect assimilation. But in actual practice the raising or lowering is largely only partial and frequently does not occur at all. Intermediate sounds between [s] and [J], here written as [s], arise by such imperfect assimilation or by a lowering of [s] sounds before [ l n$] \ldots$ The assimilation is moreover less through with some speakers than with others. Especially in slow speech and when detached words are furnished it is apt to be absent.

Russell (1993:147) and Bird (1995:106) take Harrington's description to mean that harmony in Ventureño Chumash is phonetic and not phonological. However, Poser (2004) responds with several indications that harmony is in fact phonological in the language. First, Poser argues that the harmony rule must be crucially ordered with respect to a palatalizing rule, that changes alveolar sibilants into palatal sibilants before coronal non-sibilants (i.e. /t $1 \mathrm{n} /$ ). This rule is indirectly referenced in Harrington's quote above. Second, Poser marshals evidence from Inseneño Chumash, where harmony must be crucially ordered with respect to consonant germination, which in turn interacts with a morphological reduplication rule, further suggesting the phonological character of harmony in Chumash (Applegate 1972:122, 130-137).

Partial assimilation is described for several nasal harmonies, notably Guarani, Kaiwa, and Umbundu. In Guarani (Tupian), nasal harmony is triggered by stressed nasal vowels, and may spread nasality iteratively leftward, and to a more limited degree rightward in the word (Demolin 2015; Lunt 1973). Lunt (1973:134) notes that in a nasal span, "[t]he velum may be fully raised at the outset and be gradually lowered toward the peak syllable, which contains the strongest nasalization." Lunt goes on to formalize nasal harmony as two rules, one categorical, which assigned contrastive nasality, and a second,
gradient rule, which assigns n-ary degrees of nasality, in conformity with his description of incremental velum opening. Demolin (2015) also acknowledges numerous degrees of nasality in the language, suggesting that their differences may be due to phonetic enhancement, resulting in more perceptually salient distinctions between nasal and oral segments (see also Walker 1999 on the transparency of voiceless obstruents).

Harrison \& Taylor (1971) describe a very similar pattern of nasal harmony in related Kaiwa. Most pertinent is their description of nasal spreading preceding a stressed nasal vowel. They note that the domain of leftward nasal spreading "may be completely nasal, completely oral, or partly oral and nasal (16-17). They also describe modulated effects due to glottal stops and speech rate, which suggests that this process is not an optional, categorical process, but rather a gradient process. Thus, both Guarani and Kaiwa spread gradient degrees of nasality leftward within the word. Gradient nasal harmony occurs in at least one African language as well, Umbundu (Bantu R11). During Schadeberg's (1982) description of leftward nasal spreading in the language, he notes discrepancies between the extent of nasalization in related words. Moreover, he describes differences in his own and native speaker impressions regarding the extent of nasal spreading. He claims that distinct degrees of nasality are clearly audible throughout the domain of nasal harmony (116-117). Thus, the same apparent diminution of nasal effect described in Guarani and Kaiwa is reported in Umbundu, too.

Arabic (Semitic) possesses a set of consonants produced with secondary pharyngeal or uvular constriction, often called emphatics. These consonants are known to trigger spreading of a pharyngeal constriction gesture, although the directionality and domain of spreading differs by dialect (Watson 2002, 1999; Davis 1995). In a number of experimental studies the degree of pharyngealization varies gradiently, affecting segments to lesser degrees as distance from the triggering segment increases (Ali \& Daniloff 1972; Hassan \& Esling 2011; Zawaydeh \& de Jong 2011; Alarifi \& Tucker 2016). In these studies, speakers of Iraqi, Jordanian, and Najdi dialects are shown to produce decreasing pharyngealization across the domain of emphasis harmony. While a number of phonetic, coarticulatory
explanations are offered in these accounts, Ali \& Daniloff (1972) argue against a purely phonetic interpretation of gradient spreading. They write, "[ [] he source of the coarticulation observed in this study can not be attributed solely to mechano-intertial factors or to phonetic context...This leads to the conclusion that the neural command(s) responsible for the backing gesture of emphatic sounds are centrally programmed at a very high level" (101). Thus, emphasis harmony may show some of the same petering out effects attested in the vowel and consonants harmonies surveyed above. Shahin (2003) also discusses a number of faucal assimilation patterns from Palestinian Arabic and St'át'imcets (Salishan). However, Shahin's data suggests temporal changes throughout each vowel that appear more like Cohn's (1993) interpolation account of English nasalization. In both, a gradient cline marks the articulation of the vowel, in contrast to the plateaus predicted of phonological effects in Cohn (1993), and seen in Turkic (see Bessell 1998 for more on faucal harmony in Salishan).

The final case of reported gradience comes from Papantla Totonac (Totonacan), which exhibits a pattern of vowel lowering around uvulars that is similar to Arabic. The phonetic details appear to differ, since harmony in Arabic involves pharyngealization rather than uvularization, but there are many parallels between the two. Papantla Totonac has a five-vowel inventory, /i e a o u/, with vowel lowering triggered by uvulars (Levy 1987; Puente 1996). In this language a uvular triggers lowering of an adjacent vowel, e.g. /u/ $\rightarrow$ [ 0 ], but the lowering effect extends gradiently across several syllables, resulting in vowel sequences like [0.......u] derived from underlying /u...u...u/ (see Levy 1987:28,70; Puente 1996:187 for examples and discrepancies in transcription).

### 7.1.3 Summary

I have presented a number of reports suggesting that other languages exhibit gradient harmony, in addition to the two cases, Uyghur and Kazakh backness harmony, described in Chapter 4. These patterns occur on almost every continent, among numerous language families, and involve a variety of harmonic
features. These facts indicate that gradient harmony is not genetic, areally, or featurally restricted, but may occur in a variety of linguistic contexts. Furthermore, I have adduced examples of progressive (e.g. Ikoma ATR), regressive (e.g. Rangi ATR), and bidirectional (e.g. Arabic emphasis) harmonies, which suggest that gradience is not directionally constrained. Moreover, the domains of harmony discussed above include post-lexical phrasal harmonies along with metrically-defined (e.g. Guarani) and word-level (e.g. Hungarian) patterns. Thus, the domain of gradience is not constrained to some smaller span of phonetic coarticulation, or to putatively post-lexical phrasal harmonies. For all these reasons I conclude that gradient harmony is widely present, even if not always reported. It seems likely that fieldwork-based grammars underreport gradient harmony due to a variety of factors. One, the fieldworker often has many topics to address in their grammar, making in-depth analysis of one particular portion of the phonology of a language more difficult. Two, the fieldworker may not notice the pattern, since in my experience, these patterns are very subtle. Three, the fieldworker may not have the appropriate recording equipment to properly assess the gradience or categoricality of a given pattern. These factors, in conjunction with the general challenges of fieldwork, may have prevented earlier studies from reporting these sorts of patterns.

One significant generalization that emerges from the descriptions just summarized, as well as my own findings, is that gradient harmony appears to always reduce the amount of acoustic or articulatory distinctiveness between alternating vowels. This falls out naturally if gradience is tied to the marked feature value. If the marked value is reduced across positions in the word, segments should be produced with less marked feature values, producing the kind of contrast reduction described above, and exemplified in Kazakh and Uyghur. However, this is not the only possibility; if gradience is not directly linked to the marked feature value a different set of predictions emerges. Pearce (2008) argues that vowel harmony blocks phonetic reduction in the form of undershoot. From this line of reasoning it's possible to construct an analysis in which all gradience in harmony derives from phonetic reduction, similar to the adaptive hypoarticulation analysis discussed in Chapter 4. However, if the spreading of some feature value, $[+\mathrm{F}]$, blocks reduction, then the only feature value that may reduce is the unmarked value, $[-\mathrm{F}]$. If
phonetic reduction may preferentially target the unmarked feature value, there is no reason to expect gradience in harmony to produce positional reduction of contrast. To illustrate this, consider a language with nine contrastive vowels, /i i e $\varepsilon$ а $\boldsymbol{\rho}$ o $u \mathrm{u}$ /, and ATR harmony. As a growing body of work has shown, 9-vowel languages with [ATR] contrasts among the high vowels almost exclusively exhibit [+ATR] dominance (Casali 2003, 2008, 2016). In such a language, the [-ATR] vowels are unmarked, and under an analysis whereby phonetic reduction targets the unmarked value of the feature, this class of vowels could undergo centralization. If they did, this would result in contrast enhancement, as seen in Figure 7.3. The acoustic contrast between harmonic pairs, i-I, e- $\varepsilon, \mathrm{o}-\mathrm{o}$, and $u-\sigma$ would actually increase since the [-ATR] vowels are centralized and the [+ATR] vowels maintain their vowel qualities regardless of position. The acoustic distance between a pair like $/ \mathrm{i} /$ and $/ \mathrm{I} /$ would actually be smaller in triggering position, and potentially much larger in target position. The net result of such a pattern is increased contrast in syllables farther from the original trigger. If the language exhibits leftward harmony to prefixes, then this would produce initial syllables with relatively large acoustic contrasts for [ATR], but with much smaller contrasts on roots. To-date, this is unattested, but is predicted to be possible if harmony can block phonetic reduction of the marked/spreading value. If gradience is tied directly to the marked feature value, then such a pattern is not predicted.


Figure 7.3: Hypothetical pattern of unmarked vowel reduction in a language with [+ATR] harmony

While we still know very little about gradience in harmony, the descriptions above overwhelmingly suggest that gradience produces contrast reduction rather than enhancement. In every case, gradient harmony produces partial assimilation, and as a consequence, a diminished contrast between two segments. If this is generally the case, then, linking all gradience to the marked feature value and distinguishing between phonological and phonetic gradience restricts the typology of expected patterns, excluding the pattern sketched above. If phonetic patterns of reduction target all segments, then we do not expect to find phonological markedness blocking reduction. As a result, only two types of patterns are expected, symmetrical reduction of all relevant segments, like backness harmony in Kyrgyz, and reduction of the marked feature value, producing contrast-reducing asymmetrical gradience, as in Kazakh and Uyghur, which conforms to the descriptions surveyed above.

### 7.2 Diagnostics for phonological and phonetic effects

Phonological gradience is certainly connected to phonetic gradience, in much the same way that phonology generally is intimately connected to phonetics (e.g. Kingston 2007). Due to the interconnectedness of phonetics and phonology, in all likelihood, some aspects of the harmony patterns described earlier in this section may be better analyzed as phonetic and not phonological. Particularly for patterns where the domain is relatively small (e.g. less than a word) or the pattern is described as postlexical, it is typically possible to construct a phonetic account of the facts (e.g. Liberman \& Pierrehumbert (1984) claim that all post-lexical patterns are phonetic). In general, the question arises how to differentiate phonological from phonetic effects. In this section, I discuss previous diagnostics, and then propose a set of characteristics that can distinguish phonological and phonetic forces.

### 7.2.1 Previous proposals

One early division of labor, as proposed in Chomsky and Halle (1968:293) differentiates phonology and phonetics in terms of language-specific and universal properties. Specifically, phonological patterns are proposed to be language-specific, while phonetic patterns are universal, physically-constrained patterns that are outside the realm of grammatical competence. This lines up with the early Generative distinction between competence and performance, with phonological competence being divorced from phonetic performance. This proposal was rejected, though, as it became clear that phonetic implementation is not universal, but differs across languages. Phonetic categories are both distinct across languages, and among other things, phonetic coarticulation differs strikingly between different languages (Keating 1985b; Keating 1985a; Kingston \& Diehl 1994). As an example of these differences, consider anticipatory nasalization in English. Cohn (1993) demonstrates a cline of gradually increasing nasal airflow during the vowel immediately preceding a nasal consonant. In contrast, French exhibits minimal anticipatory nasalization, which Cohn interprets to be due to phonological factors in French. French contrasts oral with nasal vowels, thus crucially referring to [nasal] for vowel segments. English does not use a [nasal] contrast for vowels, allowing phonetic patterns of gradient interpolation across vowels unspecified for [nasal]. For nasal coarticulation patterns in non-European languages, consult e.g. Butcher 1999; Stoakes et al. 2019 for nasal coarticulation in languages of Australia. In short, Chomsky \& Halle's (1968) proposal cannot account for language-specific phonetic patterns, like nasal coarticulation, suggesting a different division of labor is necessary to adequately model a modular phonology and phonetics.

A second proposal, which still holds significant sway in the contemporary literature (Cohn (2006:27) calls this the "consensus view"), is that phonology manipulates categories while phonetics manipulates gradient variables. This view conforms with Lexical Phonology (Mohanan 1982; Kiparsky 1985), wherein the core of phonological alternations are structure-preserving, while peripheral, postlexical patterns may produce sounds not contained in the underlying inventory of the language. In
essence, phonological knowledge relates to abstract, symbolic categories while phonetic knowledge relates to their translation into continuous space and time. Phonological representations are sparse while phonetic representations are significantly enriched. The proponents of this view include (Kingston 2007; Cohn 2006, 1993, 1998, 2003; Keating 1988, 1990; Zsiga 1997, 1995) among many others. Throughout these works, temporal and spectral gradience, as well as subphonemic phonetic outputs are diagnostics of phonetic effects, in contrast to categorical phonological effects. Zsiga (1995) and Zsiga (1997) use this criterion of gradience to distinguish post-lexical from lexical palatalization in English, and phonetic assimilation from harmony in Igbo. Chomsky \& Halle's (1968) conception of phonetics was discarded based on a growing tide of experimental methods applied to human sound systems. In a very similar way, this "consensus" view is now under more scrutiny due to continued experimentation and richer phonological and phonetic data.

First, the prediction that phonological alternations are categorical by default expels gradient alternations from the phonology. Problematically, many putatively phonological alternations have been shown to be gradient, in that they produce sounds that are not identical to their non-alternating counterparts. For example, Warner et al. (2004) finds that final devoicing in Dutch does not produce categorically voiceless obstruents, as seen by increased vowel duration immediately preceding the target sound. Voiced obstruents trigger phonetic lengthening, and underlyingly voiced obstruents trigger a small degree of similar lengthening even though they are largely devoiced on the surface. This same result has been found in German (Port et al. 1981; Port \& O’Dell 1985; Dinnsen 1985) and Catalan (Charles-Luce \& Dinnsen 1987; Dinnsen \& Charles-Luce 1984), among other cases of final devoicing. Some other cases of incomplete neutralization include unstressed vowel reduction in Russian (Padgett \& Tabain 2005) and moraic lengthening in Japanese (Braver 2013). In many cases, researchers have utilized a variety of experimental methods to demonstrate that these effects are not artefactual, and that the incompleteness of neutralization bears on issues of linguistic and phonological competence. One common trait among the patterns examine in this literature is their status in Lexical Phonology. In

Lexical Phonology, final devoicing, moraic lengthening, and vowel reduction can be analyzed as postlexical. Patterns like these are not cyclic, do not interact with morphology, and are not structurepreserving. Given that attested patterns of gradient, incomplete neutralization can be analyzed as postlexical, one might think the domain of gradience is co-extensive with post-lexical phonology. Kiparsky (1985:86) argues that post-lexical rules may be gradient versions of lexical rules,
some postlexical processes are truly phonological, feature-changing rules. I further suggest that even gradient application might not suffice to ban a process from the phonology, on the grounds that such gradient postlexical processes are in a number of interesting cases the same as rules which apply categorically in the lexical phonology of the same language, and that their gradience might be as predictable as a general property of the postlexical application of certain types of rules.

Crucially, no known cases of gradience have been reported in earlier, lexical phonology. This makes it possible to, like Kiparsky, allow gradience to enter the edges of phonology, but not the core. Cohn (2006:36) states the issue thusly: "Morphophonemic [lexical phonological] alternations are at the very core of what most phonologists think of as phonology. Most alternations are understood to be quite categorical in nature...if these sorts of cases are shown to involve gradience, this would strike at the core of our understanding of the phonology, since these are the least disputable cases for "being phonology.'"

The findings from Chapter 4 bear directly on Cohn's claim: morphophonological harmony in Uyghur and Kazakh is gradient. These patterns are not congruent with post-lexical patterns, and yet still produce subphonemic effects that are not derivable from known phonetic forces of centralization, underspecification-based interpolation, or reduction. In tandem with the numerous cases of incomplete neutralization, the finding herein supports a revised view of phonology, allowing both categorical and gradient patterns to be modeled as part of the phonology of a language. These two types of patterns are seen in all three of the languages under study. In Kyrgyz, harmony is categorical, but high vowel fronting is gradient. In Uyghur, harmony is gradient but high vowel fronting is categorical, while in Kazakh
harmony is gradient and high vowel fronting is gradient. These patterns suggest that phonological alternations, even morphophonological alternations, may be gradient or categorical.

As a result, gradience is not the sole litmus test for phonological and phonetic patterns. This claim isn't new, having been made by a number of authors for the past twenty years. Pierrehumbert et al. (2000:32-33) claims that knowledge of sound structures cannot be divided into categorical and gradient, but all fall on a cline from granular (i.e. more phonological) to more detailed (e.g. more phonetic). The role of gradient representations is paramount in work like Steriade (2000), Kirchner (1997), and Flemming (1995, 2001), which use access to gradient phonetic information to drive phonological patterning. This same approach is found in more recent work, too (e.g. Lionnet 2017; McCollum 2018). In Lionnet (2017) and McCollum (2018), phonology "sees" gradient phonetic detail, but still produces categorical effects. In Chapter 4 and 6 I argued that phonology does not just "see" gradient information, it outputs it. The findings from Chapter 4 strongly suggest that while gradience may play a role in defining phonological from phonetic, it is not the sole distinguishing factor between the two.

Tucker \& Warner (2010:318) discuss the issue of gradience, noting a number of the diagnostics proposed in the literature and their challenges.

Throughout this paper, we have been considering some factors that cause sound patterns to be phonological and others to be phonetic. However, we have not defined a single set of criteria for which is which. The literature includes a variety of criteria or definitions: a phenomenon may be considered phonetic if it is gradient and variable, if it is caused by biological or aerodynamic necessity, if it is too subtle to detect by ear without instrumental measurement, if it results in sounds that are not lexically distinctive in the language or in any language, if it is triggered or influenced by other factors that are considered phonetic, etc. . . A phenomenon is considered phonological if it is the opposite of these things: if it is consistent and categorical, involves only complete sounds that are distinctive and is perceptually obvious. A phenomenon may also be considered phonological if it interacts with highly abstract, phonological phenomena, such as morphophonology or foot structure. Furthermore, if an alternation seems arbitrary, so that it is not phonetically natural, it may be considered phonological.

Of these criteria, we have already discussed gradience as well as the Structuralist notion of biological necessity in Chomsky \& Halle (1968). Chapter 6 argues that perceptibility is a
prerequisite for phonological patterns, since they must be perceived if they are to be manipulated in the minds of speakers and listeners. Tucker \& Warner (2010) also note that some have argued that phonological patterns are structure preserving in the Lexical Phonology sense, producing only sounds that are present in the underlying inventory of the language. A more relaxed view is also possible, as noted above, requiring that phonological patterns produce sounds that are contrastive (i.e. lexically distinctive) in some language. If there exists an alphabet of all exploited phonological contrasts (e.g. the IPA), then a pattern yielding one of these sounds could be regarded as phonological since Tucker \& Warner (2010) suggests that phonetic patterns do not produce sounds that are ever contrastive in a language. The issue of structure preservation and contrast in some language are tied intimately with gradience. Structure preservation is a more restrictive requirement than contrast, since it imposes (typically categorical) contrast over a restricted set of phonetic categories. Contrast is also an issue of categories, which is simply at loggerheads with gradience generally because contrast is typically framed in absolute terms (though see Hall 2009 for a gradient notion of contrast).

In addition, Tucker \& Warner (2010) notes that phonetic patterns are thought to interact with other known phonetic patterns while phonological patterns are thought to interact with more abstract, morphological, metrical, or syntactic patterns. As they note, none of these are foolproof, with many sound patterns exhibiting traits that resemble both phonetic and phonological patterns. In the following two subsections I discuss one of the diagnostics Tucker \& Warner (2010) mention, naturalness, and then discuss another dimension to the phonology-phonetics interface that has not figured into previous work, computational complexity.

### 7.2.2 Naturalness

Naturalness is a very loaded term, and has factored largely into the development of phonological theory throughout the last half of the twentieth century and the first two decades of the twenty-first
century (see especially Natural Phonology, e.g. Donegan \& Stampe 1979; Natural Generative Phonology, e.g. Hooper 1976). Before discussing naturalness, we must first venture a definition of the term. Blevins (2008:126) proposes the following definition, "Natural sound patterns are sound patterns grounded in articulatory or perceptual properties of speech." This same dependence on phonetic patterns, both articulatory and perceptual, to determine the range and scope of phonological patterns, is proposed in earlier work, like Donegan \& Stampe (1979), and Ohala (1979, 1990). Moreover, the role of naturalness is evident in markedness constraints in OT, and factors largely into the significant body of phoneticallybased and functionalist work within OT (e.g. Hayes et al. 2004). Whether viewed in synchronic terms, as in OT, or in diachronic terms, like in work by Ohala and Blevins, the basis for naturalness in phonology is naturalness in phonetics. Phonetics is constrained by both articulatory, mechanical factors as well as perceptual and auditory factors. Significantly, in the naturalness debates that have sprung up during the last fifty or so years, no one has argued that phonetics is anything but natural. The logic goes thusly, if phonetics is natural, and if phonetics and phonology are intimately connected, then phonological patterns should be natural in the sense that they are explainable in terms of articulation and/or perception.

One recalcitrant problems for natural theories of phonology is what Bach \& Harms (1972) call "crazy rules." In essence, phonological patterns are not always natural, and in some cases exhibit alternations that cannot easily be derived from any phonetic motivation, articulatory or perceptual. For many, the existence of these patterns suggests that phonology must be viewed from a diachronic perspective. For instance, $\mathrm{Yu}(2004)$ argues that the unnatural pattern of final obstruent voicing in Lezgian derives from several historical changes (see also Beguš 2018; Beguš and Nazarov 2019 for more on unnatural patterns). Likewise, Buckley (2000) argues that phonological patterns, like one in Kashaya, in which /i/ is realized as [u] after [d], are not ontologically constrained to be natural. Buckley contends that, in actuality, the computational nature of phonology does not privilege the putatively natural over the unnatural, but instead produces both types without distinction (see also Hale \& Reiss 2000, 2008). In a similar vein, Blevins (2004) argues that during the evolution of a sound pattern it passes from a phonetic
stage, in which it is constrained by naturalness to a phonological stage, in which naturalness no longer holds sway. While the debate over the naturalness of phonology and the role of diachronic factors in explaining typology is worthwhile, a simple generalization emerges for the present discussion: phonetic patterns are natural. This is perhaps so obvious that it has not been leveraged significantly to help address the phonological or phonetic status of a given sound pattern. If the large body of work from the Neogrammarians onward is correct, which it seems almost inevitably so, then one very good diagnostic for determining what is phonological and what is phonetic is naturalness. If a pattern is unnatural, then it is definitely not phonetic. As is probably obvious here, this is a unidirectional test. If a pattern is natural, this simple diagnostic cannot decide if the pattern is phonological or phonetic.

To further demonstrate the relevance of naturalness for demarcating phonological from phonetic, consider a few patterns that have been advanced in the literature as instances of unnatural phonology. First, as mentioned above, Lezgian obstruents undergo voicing in word-final position (Yu 2004). Given the preponderance of word-final devoicing patterns, and the general phonetic tendency to turn off vocal fold vibration at the end of an utterance, there is no obvious phonetic motivation for word-final voicing, and thus constitutes a prime case of unnatural phonology (cf. Ozburn and Kochetov 2018 for a re-analysis of Lezgian). Second, in Kashaya the high front vowel /i/ is backed and rounded to [u] after [d], although coronals are known to trigger vowel fronting cross-linguistically (Buckley 2000). Buckley outlines a number of reconstructed suffix variants, as well as the historical changes necessary to produce this particular rule. In short, the rule appears to derive from the historical durative suffix, /-adu/, whose final vowel was, at some point, reinterpreted as epenthetic. This reanalysis of /u/ as epenthetic was then generalized such that the typical epenthetic [i] was replaced by [u] immediately following [d]. As a result, the rule i $\rightarrow \mathrm{u}$ / d __ is very productive in Kashaya, and Pomoan in general, and according to Buckley, treated equivalently with other, more natural phonological patterns in the language. Just to make it clear, the reason why high vowel backing/rounding in Kashaya is unnatural is because coronals tend to front adjacent vowels in other languages. For instance, Flemming (2001) shows that coronals
trigger fronting of $/ \mathrm{u} /$ to $[\mathrm{y}]$ in Cantonese, and given that there is no known retroflexion or articulatory property of/d/ in Kashaya that might explain backing and rounding of /i/ to [u], we must conclude that the context does not provide the phonetic motivation for the rule (see Hume 1996; Flemming 2003 for more on coronal consonants and front vowels). In short, the change affected is inconsistent with the trigger context, making the rule unnatural by the definition above.

As a final example, palatalization in Ojibwa represents a kind of unnatural pattern derivable from independent diachronic changes. As detailed in (Piggott 1980), dialects of Ojibwa exhibited a historical pattern of palatalization before the high front vowels, $*_{i}, *_{i}$, and ${ }^{*}$ y. Specifically, ${ }^{*}$ t and $* \theta$ alternated with * $f$ and $* \int$ in the context of the high front vowels. However, ${ }^{*}$ t and $* \theta$ merged with $* 1$ and $* n$, producing the contemporary alternation between $/ \mathrm{n} /$ and $/ \mathrm{J} /$. There is no straightforward phonetic explanation available to the child learning Ojibwa why the coronal nasal is realized as [ [] before a high front vowel, making the alternation unnatural. Moreover, since word-final short vowels are deleted in the contemporary language, there are instances where $/ \mathrm{n} / \mathrm{is}$ realized as $[\mathrm{J}]$ even without the conditioning high vowel, furthering the unnaturalness of the pattern. Finally, when *l merged with *n, the reflexes of *n did not begin to undergo the pattern, so [ni] sequences are attested so long as they derive from *n, but are illicit if they derive from $* \mathrm{t}$, ${ }^{*} \theta$, or $*$ l. Thus, both the triggering context and the targeted segments do not conform to any reasonable definition of natural, and in turn, represent the capacity for phonological patterns to be unnatural.

If naturalness is thus used as a diagnostic, it behaves much like gradience for distinguishing between the phonological and phonetic. If a pattern is categorical, it is likely phonological, but if it is gradient, one cannot be sure, as I have demonstrated from backness harmony in Turkic. To present one example of gradience and categoricality in this regard, consider palatalization in English. Examples are presented in (83) below. Within words, pairs like press-pressure, and confess-confession abound. When examining the phonetic consequences of this pattern, Zsiga (1995) finds that [J] in words like pressure
and confession are acoustically and articulatory indistinguishable from underlying $/ \mathrm{J} /$, as in mesh or trash. In this regard, word-internal paltalization in English is categorical, and as a result, phonological.

> (83) Word-internal palatalization in English Underived Derived

$$
\begin{aligned}
& \text { b. confess [kəmf\&s] confession [kəmf\& } \frac{\mathrm{nq} \text { ] }] ~}{\text { b }}
\end{aligned}
$$

Zsiga (1995) also investigates phrasal palatalization in English, finding that across word boundaries, palatalization does not yield categorical assimilation to the voiceless alveo-palatal fricative. Instead, in phrases like press your luck and confess your crimes, the final consonants of the phrase-initial words are produced with articulatory characteristics in between canonical [s] and [J] in English. Thus, Zsiga (1995) argues that phrasal palatalization is gradient while word-internal palatalization is categorical. As a result, word-internal palatalization is phonological, while the status of phrasal palatalization is not immediately discernable from this diagnostic. In sum, if a pattern is either categorical or unnatural, then it is likely phonological. If a pattern is neither, then a different diagnostic is necessary to adequately assess its status in the grammar of a given language.

### 7.2.3 Iterativity and unboundedness

In addition to gradience, naturalness, and the other potential criteria discussed above, one other defining feature of phonetic patterns is their computational complexity. In recent work on computational phonology, the regular region of the Chomsky Hierarchy has been divided into a number of nested regions, each exhibiting different computational properties (e.g. Heinz 2018; Chandlee \& Heinz 2018). The innermost region of the subregular region of the Chomsky hierarchy is input strictly local. Input strictly local patterns can be modeled as a transduction from an input string to an output string in either
direction with very limited memory. So, for instance, an input strictly local mapping can account for word-final devoicing if reading the input tape from right-to-left or left-to-right. From right to-left, the input tape is /\#d/ and the output tape is [\#t]. The transducer encounters a word boundary symbol, and after so doing, the next symbol must be voiceless if it is an obstruent. If reading the opposite direction, from left-to-right, the transducer reads an input string / $\mathrm{d} \# /$ and just like the other transducer, outputs [ $\mathrm{t} \#$ ]. The left-to-right transducer, after encountering a voiced obstruent, needs to know if the next symbol is another segment or the word boundary symbol. If the next symbol is a segment, the underlying /d/ and the following segment are output faithfully, but if the next symbol is a word boundary symbol, /d/ is mapped to $[\mathrm{t}]$ and the boundary symbol is output faithfully. The ability to account for input strictly local patterns from either direction, in reality, depends on a fundamental property of input strictly local patterns- they are bounded. In other words, the trigger and target for the pattern are never too far from each other.

This generalization about input strictly local patterns lines up nicely with patterns of phonetic coarticulation. For instance, Öhman (1966) finds that vowels may affect one another across an intervening consonant, and Magen (1997) demonstrates the vowel-to-vowel coarticulation in English may span an intervening schwa. Crucially, though, the extent of a vowel coarticulatory force does not extend indefinitely throughout the word. Instead, the range of coarticulation is fixed, which is consistent with input strictly local functions. Furthermore, consonantal patterns of coarticulation are the same in this regard, extending over a relatively fixed domain. A number of studies have investigated the extent of liquid coarticulation in British as well as North American English (Kelly \& Local 1986; Tunley 1999; West 1999, 2000; Hall et al. 2017). These studies report that coarticulatory effects on the second and third formants extend up to two to three syllables in both directions from the liquid. Although the range of effects is relatively large, it is still bounded. For instance, one does not expect $/ \mathrm{r} /$ to affect the realization of a segment separated by ten or eleven syllables. For this reason the range of phonetic coarticulation is bounded, unlike iterative phonological patterns. Consider the words below in (84), and
note that even though they are very long, harmony affects all vowels within the word. Even though harmony is gradient in Kazakh, the initial syllable still controls the quality of each subsequent vowel and dorsal obstruent in the word. Surely, $/ \mathrm{a} /$ and $/ \mathrm{u} /$ later in these two words surface with more fronted tongue positions than their initial-syllable counterparts, but this is distinct from the iterativity of this pattern. No studies have examined the realization of vowels in words this long in Kazakh, but I predict that final-syllable vowels will still exhibit some degree of backness linking them with the initial syllable. The initial syllable iteratively spreads its feature for [back] to the rest of the syllables in the word, unlike coarticulation, wherein a segment may non-iteratively affect segments within a relatively fixed domain.

## Word / Gloss

a. qanasat-tan-dur-ul-ma-san-duq-tar-unuz-dan
'satisfaction-VRB-CAUS-PASS-NEG-PFV-NMZLR-PL-2P-ABL'
"because you (pl) were not satisfied"
b. talduqqorsan-da-su-lar-wmuz-duy
'Taldykorgan-LOC-REL-PL-POSS.1P-GEN'
"ours who live in Taldykorgan's"

This distinction between iterative and non-iterative also provides a way to differentiate phonological from phonetic patterns. I suggest that phonetic patterns are all input strictly local, while phonological patterns may be more expressive. Although Chandlee \& Heinz (2018) note that roughly $95 \%$ of phonological patterns in PBase (Mielke 2018) are input strictly local, a number of authors have shown that phonological patterns like vowel harmony are more expressive (Heinz \& Lai 2013; Jardine 2016). The increased expressivity of patterns like vowel harmony boils down to iterativity. Thus, if a sound pattern in question is iterative, then it is phonological.

In addition to iterativity, if a pattern exhibits a dependency that is not definable within a fixed segmental window, it is also phonological. One general type of pattern exemplifying long-distance dependencies is consonant harmony (Rose \& Walker 2004; Hansson 2010; McMullin 2016). For example, in a sibilant harmony like in Aari words with sibilants that disagree in anteriority are illicit, e.g. *... $\int .$. .s... (Hayward 1990). When a two sibilants occur within a word, the first determines the realization of the second, regardless of the distance between them, so /...f...s.../ surfaces as [...f...f...]. Even when consonant harmony patterns are not iterative, if the dependency between trigger and target is unbounded, the pattern is more computationally complex than the input strictly local functions. In some cases, a pattern may exhibit both iterativity and long-distance dependencies. In Tutrugbu, the root spreads [+ATR] iteratively to prefixes. However, when a high vowel occurs in the initial syllable and is followed by a low-vowel prefix at any distance, harmony is blocked by the low-vowel prefix (see McCollum et al. 2019; McCollum \& Essegbey 2018 for more on the Tutrugbu pattern). Most important for our purposes, though, is the distinction between patterns that do not exhibit iterativity or unbounded dependencies, and those that do. If a pattern exhibits either iterativity or an unbounded dependency, it is definitely phonological. On the other hand, if it exhibits neither characteristic, it may be phonological or phonetic.

The diagnostics discussed above can be summed up thusly. A sound pattern is phonological if it is at least one of the following: categorical, unnatural, iterative, or exhibits an unbounded dependency. If the relevant pattern exhibits at least one of those traits, then we can confidently classify it as
phonological. If the pattern under consideration exhibits none of those properties, then I suggest that it is phonetic. In addition to these four diagnostics, a phonological pattern should be perceivable. As argued in Chapter 5, if a listener cannot perceive a pattern of variation, then it seems unlikely that they can manipulate that in their phonological system. Perceptibility also offers a way to further develop the formal analysis of gradience, which I discuss below in Section 6.4.2. I realize that these diagnostics will not adequately demarcate all questionable patterns, but given that the consensus diagnostic has been categoricality~gradience only, the addition of these other diagnostics provides additional insight into the
phonology-phonetics interface. These diagnostics bring together views from diachronic and evoluationary perspectives with insights from computational phonology to further our understanding of what is phonetic and what is phonological.

### 7.2.4 Predictions of a unified phonology and phonetics

As Tucker \& Warner (2010:218) note, many within the laboratory phonology community have questioned the putative distinction between phonology and phonetics, suggesting instead that the two exist on a continuum(e.g. Pierrehumbert et al. 2000). Whether viewed this way, or in entirely conflationist terms (e.g. Flemming 2001), these predict that sound patterns should likely fall into a single distribution within and across languages. To spell this out more clearly, given some continuum, be it gradience or some other factor, if phonology and phonetics are not distinct, then they should form a unimodal distribution along the relevant continuum. Gradience serves as a nice example for demonstration. If, as suggested by Pierrehumbert and colleagues, phonological patterns tend to be coarsegrained to categorical, while phonetic patterns tend to be finer-grained, this suggests a single distribution of sound patterns over the spectrum of categorical-to-fine-grained information, as shown in Figure 4 below. In the leftmost plot, sounds patterns are normally distributed across the continuum, with the largest number of patterns exhibiting intermediate degrees of categoricality/gradience. In the middle plot, the distribution is highly skewed toward more gradient patterns, and in the rightmost plot, there is almost no distinction in the number of patterns by categoricality gradience. The real question is thus: what is the empirical distribution of patterns along a continuum like categorical $\sim$ gradient? It is not clear at present, although current results suggest that distributions like the left- and rightmost plots below are incorrect. If the vast majority of sound patterns are distributed as in these plots, it is unclear why phonetics and phonology would've developed separately. Also, the kind of distribution in the leftmost plot predicts that near-categorical patterns, like incomplete neutralizations should be relatively few, but laboratory results suggest that they are, in fact, quite common. These incomplete neutralizations are almost categorical, and
can only be accounted for under such a unified model if sound patterns are skewed toward the categorical, like the mirror image of the middle plot. This seems equally unlikely, as the number of language-specific low-level phonetic patterns would be remarkably small under this view of the world, and that is clearly inconsistent with the large body of literature carefully describing the phonetic patterns of the world's languages.


Figure 7.4: Potential distributions of sound patterns under a unified view of phonology and phonetics

In contrast to a unified view of phonology and phonetics, a modular view predicts a bimodal distribution of sound patterns, like those in Figure 7.5. In these plots, phonological and phonetic patterns are largely but not entirely distinct along the categorical~gradient continuum. Phonological patterns tend to be more categorical while phonetic patterns tend to be more fine-grained and gradient. Regardless of the particular skews found in the distributions below, in each plot there is a clear distributional distinction between sound patterns that are phonological and phonetic. Yet, in each there are cases where the evidence may be ambiguous and it may be difficult to determine whether the pattern under study derives from phonology or phonetics. As before, it should be noted that we don't yet know enough to really pick one distribution over another. That being said, the history of Structuralist and Generative research that has led us to our current understanding is predicated on such a view. More significantly in my estimation
is the intuitive bimodality of the distribution of sound patterns. A unimodal distribution might predict that the fieldworker spends most of their time trying to ascertain is a given alternation is phonetic or not. In my experience, relatively few alternations fall into this category, and far more are judged to be decidedly phonetic or phonological. While one upshot of the laboratory phonology movement is a heightened distrust for impressionistic judgments, the fact that phonological patterns are constrained by human perceptual faculties (even if they have vastly different experiences informing them) suggests that aural impressions are not to be entirely discarded.


Figure 7.5: Potential distributions of sound patterns under a modular view of phonology and phonetics

A second prediction of the increasingly popular unified view of phonology and phonetics is that there exist only two levels of sound representations, underlying and surface. Under this view, only underlying representations, with whatever representational content they possess, and surface forms with all their attendant details are objects for research. This differs from the modular view, which allows for a third level of representation. Within a modular view, there is an input to phonology, the underlying representation. There is also a level for the output of phonology that is distinct from the surface phonetic outputs.

### 7.3 Future directions

### 7.3.1 Empirical directions

Looking forward, several distinct directions exist to develop this line of research, ultimately aimed at understanding the role of gradience in phonology. First, from an empirical perspective, the number and variety of languages described as gradient earlier in the chapter suggests that the same methodologies applied to Turkic can and should be applied to other languages to assess the reported gradience in these, and perhaps other, languages. For instance, all the languages examined herein exhibited progressive harmony, so investigating a language, like Rangi, with regressive harmony would be a natural next step. Although extant descriptions report gradience in both directions, it may be the case that progressive and regressive harmonies produce different patterns of gradience. One recent paper, Olejarczuk et al. (2019), examines the phonetic properties of ATR harmony in Komo, a language with bidirectional ATR harmony. They find that the acoustic properties of harmony are largely similar, with slight differences based on duration and spectral slope for leftward and rightward harmony.

Directionality has been linked to differences in coarticulation (e.g. Beddor \& Yavuz 1995), and further work may unearth differences at the phonological level, as well. Additionally, it would be fruitful to investigate gradient propagation of other features. Turkic exhibits backness, and to a lesser degree, rounding harmony, but a number of ATR harmony languages have been reported to exhibit gradience, as well. One recurrent issue in ATR harmony is defining the acoustic correlates of the harmonic feature (Lindau et al. 1972; Fulop et al. 1998; Guion et al. 2004; Olejarczuk, Otero et al. 2019), and it would be beneficial to investigate the realization of the harmonic feature both within triggers, and the potentially gradient realization of the tongue root contrast across target positions to better understand the nature of the feature, ATR. In addition to examining languages with differing directionality and different harmonic features, investigating gradience among consonant and vowel-consonant harmonies provides a way to further unite (or alternatively, further distinguish) these feature-spreading patterns from one another. These different harmonies have been shown to exhibit some notable differences (Hansson 2010; Rose \&

Walker 2011). For instance, consonant harmonies rarely exhibit blocking effects, while blocking is common in vowel harmony. Consonant harmonies are also more likely to exhibit long-distance alternations, while vowel harmonies typically exhibit dependencies across a single syllable boundary.

This dissertation has used acoustic information as a proxy for articulatory information. It is well known that acoustic properties are not always congruent with articulatory facts, and for that reason it would be worthwhile to extend research on gradience to incorporate articulatory methods, as well. Ultrasound, for example, provides a relatively non-invasive means by which to examine the articulatory postures associated with harmony and how those postures differ by position, which may provide further insight into the Turkic patterns discussed above, as well as the other harmonies listed at the beginning of this chapter. For instance, I have assumed throughout that the harmonic feature in Turkic is [back]. There are, however, a few authors who have argued that Turkic actually spreads the feature [ATR] (Vajda 1994; Washington 2016). If both features co-vary by harmonic class, this may not matter greatly. That being said, comparing positional differences in tongue body backness and tongue root position may help to assess which feature is actually being manipulated in Turkic.

Thus, the empirical opportunities just discussed offer ways to further understand the distribution of gradient harmony patterns as well as the articulatory nature of gradient harmony. Outside of harmony, using gradience as a window to re-evaluate the analysis of incomplete neutralization, as well as in vowel excrescence and vowel epenthesis are additional opportunities to assess the role of gradience in human phonology (Braver 2013; Hall 2006).

### 7.3.2 Formal directions

In addition to the empirical prospects for developing a larger theory of gradience in phonology, the formal opportunities to refine and develop the analysis presented here are equally significant. The biggest challenging facing the analysis presented in the previous chapter is how to restrict the formal
analysis. While the analysis is restrictive in that it excludes contrast-enhancing gradience, the formalism itself cannot determine what gradience is meaningful to the phonology of a language. For instance, if a language exhibits progressive backness harmony and produces $\llbracket \mathrm{back} \rrbracket$ values like $\llbracket 1 \rrbracket-\llbracket 0.99 \rrbracket-\llbracket 0.98 \rrbracket-$【0.97】, the formalism cannot distinguish this, presumably phonetic gradience from true phonological gradience. In Chapter 5 I argued that phonological gradience should produce effects large enough to be perceived by native speakers. If this is the case, and if values like $\llbracket 1 \rrbracket-\llbracket 0.99 \rrbracket-\llbracket 0.98 \rrbracket-\llbracket 0.97 \rrbracket$ are not distinguishable by native speakers, then this type of low-level phonetic gradience should be excluded from the formalism. One intuitive way to accomplish this is to adopt a discretized representational system, like Flemming (1995), which is shown below in (85). In Flemming's grid space, vowels are differentiated from one another by at least one horizontal (F2) or vertical (F1) grid space.
(85) Flemming's (1995:30) representation of vowel height and backness

| F2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 4 | 3 | 2 | 1 |  |
| i | y | i | u | u | 1 |
| I | Y |  |  | U | 2 |
| e | $\varnothing$ | $\bigcirc$ | $\gamma$ | 0 | 3 |
|  | $\varepsilon$ | œ | $\Lambda$ | 0 | 4 |
|  |  | a | a |  | 5 |

Flemming's grid is an idealized IPA-based representation of the range of the human F1-F2 space. It provides a first approximation of what vowel categories humans use in language, but it does not provide the detail of representation necessary to account for the gradience found in Kazakh and Uyghur. To see this, if we replace Flemming's $/ a /$ with Uyghur $/ \mathfrak{x} /$, there is no space in between back $/ a /$ and front $/ \mathfrak{x} /$, and so this representational schema cannot account for the range of low vowel F2 in third, fourth, and fifth syllables, which can't be neatly categorized as / $\mathfrak{a} /$ or $/ \mathfrak{æ} /$. To modify this, one could simply expand the range of F1 and F2 grid spaces to provide more space between phonemic categories, and thus enable the representational system to account for subphonemic gradience. In this sample representation (86), the
amount of subphonemic variation differs across alternating pairs．Five grid spaces intervene between $/ \mathrm{y} /$ and $/ \mathbf{u} /$ ，four intervene between $/ \mathrm{i} / \mathrm{and} / \mathrm{u} /$ ，while only three spaces separate $/ \mathfrak{æ} / \mathrm{and} / \mathrm{a} /$ ．These differences reflect the relationship between tongue backness and jaw lowering．As jaw opening increases，the range of front－back differences diminish，thus the relatively small number of distinct low vowel categories attested in human language．If this relationship extends to subphonemic variation，then one might expect differential patterns based on vowel height．There is some evidence from Chapter 4 that high vowels behave slightly differently than low vowels in Kazakh and Uyghur．In both languages，the low vowels did not shift as much in the relativized vowel space as the high vowels．High back vowels，$/ \mathrm{u} / \mathrm{and} / \mathrm{u} /$ almost approximate the spectral properties for their front vowel counterparts in later syllables，but／a／ never approximates／æ／or／ie／．In fact，this result suggests that the low vowels could be separated by a larger number of grid spaces to reflect a potential resistance to subphonemic variation．
（86）Flemming＇s representational system modified for the three Uyghur backness alternations． Darker cells represent higher 【back】 values and lighter cells represent lower 【back】 values．


Another possible modification to Flemming＇s system is to eschew articulatory differences based on jaw opening，and uniformly distribute grid spaces between harmonic counterparts，as in（87）．In this vowel space，which is more similar to the representational system used in Chapter 6，there is not inter－category difference across harmonic alternations．The same number of grid spaces intervene between each alternating pair．

A second variant of Flemming＇s representational system modified for the three Uyghur backness alternations．Darker cells represent higher 【back】 values and lighter cells represent lower 【back】 values．


At present，I cannot argue for one representational system over another，but there are some avenues through which to determine the relatives merits of the various possible discretized representational schemas．First and most intuitively，perception studies should inform the nature of the representational system．If a Uyghur cannot perceive five vowel qualities between $/ æ / \mathrm{and} / \mathrm{a}$ ，then perhaps the representation in（87）is overly expressive．Another way to address this is to determine what just－noticeable－differences exist for each phonemic category and use these to determine the distance between two alternating pairs．For instance，if the small perceivable difference between some variant of $/ æ /$ is 100 Hz in the F2 dimension，and roughly the same threshold exists for／a／，then we could construct a representation with this information．Given these just－noticeable－differences，if the difference in F2 for these two contrastive vowels is 500 Hz in initial syllables，this could support a representation with 5 subphonemic grid spaces，as in（87）．These details are significant，but largely unknown at present．To better determine how to structure the phonological representation of gradience，further studies on vowel perception are necessary．

In addition to developing an adequate representational system that connects production patterns with perceptual capabilities，developing the kind of discretized representations shown in（86－87）offers a very significant formal benefit to the analysis．By discretizing the vowel space，the hypothesis space is significantly constrained．Consider the current analysis－for the feature［back］，an infinite number of real－ valued numbers exists between each category，defined as 0 and 1 above．If this infinitude of possibilities
is restricted to 5,6 , or 7 , this would drastically reduce the hypothesis space for the learner, and make the analysis more formally tractable. At present, the speaker/learner must keep up with all real-valued numbers between 0 and 1, but in a discretized vowel space, this is reduced to (in all likelihood) single digits.

Returning to one of the issues raised above, developing a discretized representational system should rule out pseudo-gradient patterns like $\llbracket 1 \rrbracket-\llbracket 0.99 \rrbracket-\llbracket 0.98 \rrbracket-\llbracket 0.97 \rrbracket$. If five grid spaces intervene between two categorical production values, this entails a difference of approximately 0.14 【back】 between each grid space. As a result, one might predict that all values between $\llbracket 1 \rrbracket$ and $\llbracket 0.86 \rrbracket$ should fall within the same grid space. In turn, a pattern like $\llbracket 1 \rrbracket-\llbracket 0.99 \rrbracket-\llbracket 0.98 \rrbracket-\llbracket 0.97 \rrbracket$ would be interpreted as categorical in this representational system without any additional dependence on the analyst. In Chapters 4 and 6, I drew on phonetic and phonological literature to determine which of the three harmonies are gradient and which are categorical. If the formalism is able to remove the analyst's subjectivity from this stage of the analysis, even if only to a small degree, this is likely a benefit to the larger theory. For expedience, I only considered backness values rounded to the nearest tenth. This move was purely to reduce the size of the spreadsheets used. Further reducing the number of available backness categories for the model to predict will decrease model fit, but this is not necessarily an unfortunate outcome. Reducing model fit by reducing the representational capacity of the formalism allows for phonetics to account for variation over and above that found in the formal analysis. It is thus an issue of division of labor. In the current analysis, some phonetic facts are likely captured under the formal analysis, but with less powerful representations, the amount of phonetic detail capture in the phonological analysis would be reduced, which would be advantageous, since the goal is to account for phonological patterns of gradience and not phonetic patterns of reduction.

In addition to the representation of gradience, the constraint-based computation of gradience also deserves further attention. Specifically, the BECAT constraints in the analysis in Chapter 6 support the idea that phonological patterns are preferentially categorical. Yet, the fact that these constraints exist in a
grammatical architecture in HG allows for gradience due to higher ranked constraints. If these BECAT constraints were lowly ranked and a set of faithfulness constraints were highly ranked, then some input with gradient feature values (e.g. [back] values like $/ \llbracket 0.5 \rrbracket \rrbracket \llbracket 0.3 \rrbracket-\llbracket 0.8 \rrbracket /$ ) would be predicted to surface faithfully. This scenario seems highly unlikely in natural language, which may suggest that some other device is responsible for promoting categoricality. In Gradient Symbolic Computation, a quantization parameter forces gradient featural activations to surface as entirely or almost categorical (Smolensky et al. 2013). As discussed in Mai et al. (2018), quantization is still not well understood, but further development of this formalism could provide a more satisfactory account of preferential categorcality in phonology.

### 7.4 Conclusion

This chapter has marshalled evidence from a variety of languages that suggests that gradient harmony patterns may occur across a range of language families, and further, that these harmony may manipulate a number of different features. I proposed that, despite the number of descriptions included in this chapter, that gradience in harmony is probably underreported. How gradience is manifested across languages, across the different features active in harmony, and in the differing directions in which harmony applies is a question that may influence how gradience is conceived, formalized, and contextualized in phonology and phonetics.

In addition to the typology of gradient harmony, the chapter discusses a number of the proposed distinctions between phonology and phonetics. I agree generally with many of these distinctions, but advocate that they be used in concert to provide a more nuanced perspective on phonological and phonetic patterns. In addition to existing proposals, I added an additional way to distinguish phonological from phonetic, unboundedness. Phonological patterns may be unbounded, while phonetic patterns (at least segmental phonetic patterns) are bounded. As a result, phonological patterns may exhibit increased
complexity, relative to phonetic patterns, which I suggest occupy the least expressive class of subregular languages.

Finally, I have laid out some possible directions for future work, including both the empirical investigation of harmony as well as its formal analysis. Combining these two provides a variety of fruitful possibilities. Formal questions may drive the empirical, and empirical results can inform theory. The claims advanced in this as well as previous chapters demands a more definitive answer, drawing on data from articulatory phonetics, psycholinguistics, typology, and formal phonology.

## Chapter 8: Conclusion

I have used experimental fieldwork on Turkic to address two phonological questions. One, are phonological patterns local? And two, is phonology by definition categorical, or may it exhibit gradience? To the first question, results are mixed. Evidence from Uyghur indicates that high vowels that have been transcribed as /i/ and analyzed as transparent to backness harmony do, in fact, alternate for harmony, as discussed in Chapter 2. The upshot of this finding is that backness harmony in Uyghur is decidedly more local than previous accounts suggest. Moving from locality among vowels, Chapter 3 examines the realization of laterals and coronal fricatives to determine whether backness and rounding harmony are strictly local in Turkic, triggering subphonemic alternations on all segments, both vowels and consonants. Results indicate that although consonants typically undergo low-level alternations consistent with harmony, that their alternation is not universal, as predicted by advocates of strict locality (e.g. Gafos 1999) and much areal work (e.g. Dzhunisbekov 1980, 1991; see also Johanson 1991; Csató 1999). Instead, results indicate that the intrinsic articulatory properties of intervening consonants factor significantly in their (non-)participation in harmony. Future work will need to determine which consonantal segments alternate for harmony, which do not, and how to adequately analyze the set of (non) alternating consonants. In the preliminary analysis posited here, variation among the sibilants and lateral is attributed to phonetic implementation, and as such, these consonants are not interpreted as phonological targets for harmony.

In Chapters 4-6, the dissertation examines the second main question, is phonology categorical, or may it exhibit gradience, arguing that backness harmony in Uyghur and Kazakh gradiently peters out throughout the word. In contrast, backness harmony in Kyrgyz is categorical, with phonetic centralization producing symmetrical reduction of contrast in non-initial syllables. Chapter 5 demonstrates that the acoustic effects of gradient [+back] spreading in Uyghur and Kazakh are perceivable, proposing that perceptibility is a fundamental requirement of phonological phenomena. Chapter 6 formalizes the analysis of gradient and categorical harmony within a Harmonic Grammar by
introducing gradient representations into the grammar. In so doing, the analysis is able to account for gradient harmony in Kazakh and Uyghur as well as categorical harmony in Kyrgyz with the same set of representations and constraints. Finally, Chapter 7 draws on evidence from elsewhere among the world's languages to argue that gradience is not a corner issue in the phonology of Turkic, but rather a characteristic of a variety of morphophonological patterns from languages around the world. This chapter also discusses diagnostics of phonological and phonetic patterns, introducing computational complexity as an additional distinction between the two.

Looking forward, this thesis has demonstrated a means by which to experimentally and formally evaluate the nature of phonological patterns, their locality and their putative categoricality. The methods used in this dissertation extend naturally to other questions, and the findings here suggest fundamental changes to how we view phonology. Most importantly, the finding that morphophonology may be gradient provides a question to be further investigated to more fully understand the nature of phonological computation and the role of gradience in human language.
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[^0]:    ${ }^{1}$ Thank you to Xiayimaierdan Abudushalamu for providing the forms in (11e,f).

[^1]:    ${ }^{2}$ Xiayimaierdan Abudushalamu (personal communication) also indicates that in his productions of disyllabic roots with second-syllable $/ \mathrm{i}$ /, as in (11e,f), that these vowels exhibit phonetic alternations based on initial-syllable backness.

[^2]:    ${ }^{3} / \mathrm{a} /$ and $/ \mathrm{e} /$ are phonetically realized as [ $\rho$ ] and [ $\varepsilon$ ], respectively. Though [ $\rho$ ] is phonetically round, it is paired with long /a:/ and not/o:/, suggesting its phonological status in the language.

[^3]:    ${ }^{4}$ One would likely predict phonetic effects of consonantal context, but these are not germane for assessing whether these suffixes alternate between $/ \mathrm{a} /$ and $/ æ /$ after high vowels. If these suffixes do alternate for harmony, the effect should be large enough to ignore smaller phonetic effects of context.

[^4]:    ${ }^{5}$ While widespread coarticulation plus trans-consonantal harmony may be difficult to distinguish from strict locality in Turkic, one can imagine scenarios where they make divergent predictions. Specifically, consider a language with some progressive vowel harmony but with regressive vowel-consonant coarticulation. The opposing directionality of these patterns would likely produce different predictions.

[^5]:    ${ }^{6}$ One variant of this analysis (or perhaps more accurately, a hybrid of the two phonetic analyses) is also possible within Keating's window model of coarticulation (Keating 1988, 1990). In her model, Keating proposes that segments are defined not by a single articulatory target, but by a range, which allows for coarticulation from flanking segments. The window model can account for the data if the windows may shift by position, so the window for an initial-syllable /a/ would be slightly different from a second- or third-syllable /a/. For the analysis to work, these differences must align with the shifts attested, but herein lies the problem. The window model cannot, in and of itself, constrain the change in window position without some other mechanism. Stated differently, in principle there is nothing in Keating's model to prevent [+back] vowel windows from moving toward more posterior articulatory positions during the word, and so some mechanism must be invoked to force the windows to move toward more anterior positions. This same mechanism can likely be invoked in a general adaptive hypoarticulation analysis without the window model, and so the two are treated equivalently below.

[^6]:    ${ }^{7}$ Near-mergers and abstract contrasts are thus problematic for the prediction (see McCollum and Essegbey 2019 for a harmony-related example).
    ${ }^{8}$ This is distinct from another possible claim, that each vowel should exceed an expected JND when compared to the initial-syllable vowel.

[^7]:    ${ }^{9}$ In this plot, words formed from monosyllabic [-back] roots don't show centralization although words formed from disyllabic [-back] roots do. Perhaps disyllabic roots are hypearticulated, and this phonetic effect diminishes throughout the word. If words from [-back] roots don't generally undergo centralization, then perhaps Kyrgyz exhibits gradience, too. If Kyrgyz harmony is construed as gradient, though, assimilation is still more complete than in Kazakh or Uyghur.

[^8]:    ${ }^{10}$ I have limited discussion to simple markedness constraints，but co－occurrence constraints，like＊［＋round，－high］ in Kaun（2004）behave differently，since a vowel with $\llbracket$ round $\rrbracket=0.5$ ，and $\llbracket \mathrm{high} \rrbracket=0.5$ could produce a non－linear interaction between $\llbracket \mathrm{F} \rrbracket$ and constraint violations．For an output with a vowel bearing $\llbracket \mathrm{round} \rrbracket=0.5$ ，and $\llbracket \mathrm{high} \rrbracket=$ 0.5 ，perhaps the form would result in $0.25(0.5 * 0.5)$ violations of $*[+$ round，- high $]$ ．For more on this topic，see Mai et al．（2018）．

